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Editorial for EJEG Volume 15 Issue 1  

Mitja De��man and Tina Juki�� 
 
According to OESD, Digital government explores how governments can best use information and 
communication technologies (ICTs) to embrace good government principles and achieve policy goals. Web 2.0 
tools like social networking sites (e.g., Facebook) represent one of the sub-groups of social media and they 
have become a popular topic in the field of e-government research. This is also why an extensive and 
structured literature review in this field provided by Tina Juki�� and Manca Merlak is particularly welcome. It 
reveals that social media usage in public administration has mainly been measured at the level of local 
government, with a prevailing focus on Facebook and Twitter. While the adoption of social networking sites in 
public administrations worldwide is relatively high, these tools are most often used for one way interaction, 
and less frequently for engagement of citizens in terms of more inclusive policy making. In Slovenia, on the 
other hand, the adoption of social networking tools is not as high as in many other countries; 14 out of 112 
organizations analysed in the research had established their Facebook presence, and for most of them 
considerable room for improvement has been identified. 
 
Another well-known use of information technology by governments is the potential of fast and accurate 
analytics, and this is addressed in the paper by Mark Pijnenburg, Wojtek Kowalczyk and Lisette van der Hel – 
van Dijk which looks at analytics in the field of taxpayer supervision. In this context they describe how 
extensive use of data, statistical and quantitative analysis, explanatory and predictive models, and fact-based 
management drive decisions and actions. It has been put on the agendas of International bodies (OECD, the 
European Commission, and the Intra-European Organisation of Tax Administrations - IOTA) since it is a 
promising candidate for improving efficiency in the administration of taxes. The authors explore how analytics 
fits with compliance risk management, a major trend in taxpayer supervision in the last decade. By mapping 
the analytical techniques onto the tasks of taxpayer supervision they came to the conclusion that descriptive 
statistics is the most applicable technique in taxpayer supervision. They argue that analytics complements 
compliance risk management, which is a modern strategy for taxpayer supervision. The paper is useful for tax 
administrations that want to improve their analytical capabilities.  
 
On the other hand, digital government is an inclusive paradigm, connecting governments with business and 
citizens (end-users). User requirements gathering is one of the key success factors in e-government projects so 
in the paper by Maryam M. Khamis and Theo P. van der Weide they argue that stakeholder involvement is of 
crucial importance in the process of requirements engineering. They extend the e-government based 
conceptual DPSIR (Driver, Pressure, State, Impact and Response) framework into the direction of 
implementation strategies by defining a conceptual framework and a related conceptual language. They apply 
Object Role Modelling (ORM) which is focused on the development of a semi-natural language (controlled 
language) that is understandable for both stakeholders and system analysts. The goal of ORM is also to create 
a common description of the application domain in this (semi-natural) language (i.e. information grammar), 
the result of which is a requirements document. They developed such a document and related ORM 
conceptual model for e-government implementation in Zanzibar. Their approach can be used and adapted in 
many other environments. 
 
The final paper in this issue by Dhata Praditya, Marijn Janssen and Reni Sulastri considers the Government to 
Business (G2B) area of digital government, focusing on Inter-organisational systems (IOS), referring to systems 
facilitating information exchange between companies and governments. The authors, who focus on the B2G 
IOS, argue that digital information sharing using IOS might have many benefits including improvements in 
information quality, faster information sharing, the ability to create comprehensive management information, 
improved coordination and communication among users, improved decision making, improved organisational 
performances and the creation of better public services. In their paper they investigate the determinants 
shaping the selected information sharing arrangement. Through the literature review they identified 26 
determinants classified into three categories (i.e. TOE framework): organisational, technological and 
environmental determinants. Using a case study from the Dutch Standard Business Reporting they identified 5 
prominent factors; however, they came to the conclusion that factors change over time.  
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Abstract: This paper presents the results of research aimed at analysing the usage of Facebook as the most popular social 
networking site among 112 Slovene state administration organizations. Private entities use social networks to enhance 
their visibility, interact with clients, and for (related) marketing and sales of their products and services. Social networks 
also represent the potential for increased interaction between public administration and its users. However, statistics on 
the usage of social networks in public organizations is scarce. The methodology of our research is based on 16 indicators 
measuring usage, engagement, multi-channel features, and multi-media content. The results reveal that only a few 
organizations have established their Facebook presence, and for most of them considerable room for improvement has 
been identified in terms of usage of Facebook as a social network with the highest potential of reach and engagement in 
the number of its users. An extensive literature review in the field of social media usage in public administrations 
worldwide is also provided. 
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1. Introduction 

Social media (including social networks) are among the strongest marketing tools used by private companies in 
the last five years. Private entities have soon recognised that almost two billion social media users represent a 
large potential for their image building, marketing of services and/or products, improved customer service, 
and user involvement in the development of new products and services. Most of the marketers experience 
several benefits by exploiting social media as an (additional) channel in their marketing strategies, such as 
increased exposure of their businesses, increased traffic, development of loyal fans, and many others 
(Stelzner, 2015). Almost two thirds of marketing experts spend at least six hours per week on social media 
activities (ibid.). 

 
Public administrations, on the other hand, have not been so eager in exploiting the potential of social media 
(including social networks). Even though the (potential) motivation for social media usage in public 
organizations differs greatly from the prevailing motivation in private organizations, there are many 
advantages of social media for public organizations, among them, for example: improved service delivery, 
transparency and organization image, as well as more inclusive policy processes. 
 
However, empirical evidence on social media usage in public administrations is very scarce, especially 
compared to those related to social media usage by citizens and businesses. Two international surveys were 
conducted in this field: one by the United Nations (UN, 2014) and one by the OECD. The first one revealed that 
61% of the UN member states were using social media for e-consultations; however, the level of uptake within 
a specific country was not investigated (i.e. how many public organizations are using social media and social 
networks specifically and for what purposes). The OECD’s research, on the other hand, revealed that only a 
minority of governments in the OECD area adopted a social media usage strategy, indicating that social media 
as a channel for communication with customers is still an experiment in public administration (Mickoleit, 
2014). 
 
Slovenia is among the countries without a social media usage strategy. Furthermore, there is a lack of 
empirical evidence on social media usage in the Slovenian public administration, and this holds true for social 
networks as a subgroup of social media (e.g. Facebook, Twitter, etc.) as well. A research analysing the usage of 
social networks in the Slovenian public administration has not been conducted yet. This is the motivation for 
the main research question of this paper: “Is the Slovenian public administration exploiting the potential of 
social networks?” The objective of the paper is two-fold: (1) to evaluate the extent and the level of Facebook 
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usage in the Slovenian public administration and (2) to compare the results to the results of other studies on 
social media usage in public administration. 
 
We present an analysis of social network usage in 112 organizations of the Slovenian public administration. 
More precisely, we have focused on Facebook as a social network with the most users by far (thus presenting 
the greatest potential for a large reach1 of information). The 112 analysed organizations represent all the 
organizations of the Slovenian state administration (ministries, their affiliated bodies, and administrative 
units). A detailed analysis and discussion of Facebook activities of the organization that is most active within 
this social network is also given. 
 
The paper is organized as follows: in the next chapter, we present the definition of social networks and its 
relation to social media. In the following one, the potential of social networks is explored in terms of the 
number of its users (citizens, businesses, and public organizations). After that, an extensive literature review in 
the field of social media usage in public administration is provided. Later on, the methodology of our research 
is presented, followed by the presentation of results and detailed analysis of the organization with most 
frequent Facebook activities. Finally, the discussion with suggestions for further research is provided. 

2. About social networks 

The terms “social networks” and “social media” are frequently used interchangeably. Thus, we have to define 
both and present the relationship between them. 
 
According to Kaplan & Haenlein, “Social media is a group of Internet-based applications that build on the 
ideological and technological foundations of Web 2.0, and that allow the creation and exchange of user 
generated content” (2010, p. 61). In the context of public administration, social media is understood as Web 
2.0-based technologies fostering engagement with citizens, businesses and other organizations (Criado, 
Sandoval-Almazan and Gil-Garcia, 2013, p. 320). Based on the level of social presence/media richness and self-
presentation/self-disclosure, social media can be classified into six groups, with social network as one of them2 
(Kaplan & Haenlein, 2010). 
 
In general, social networks are defined as networks of “individuals (such as friends, acquaintances, and 
coworkers) connected by interpersonal relationships” (Merriam-Webster, 2015). In the context of Web 2.0, 
social networks are services enabling their users three main features: (1) development of a public or partly 
public profile within the boundaries of a specific social networking site; (2) insight into the list of users with 
whom a user has a joint contact within the social networking site; (3) monitoring their own and other users’ 
lists of connections (Boyd & Ellison, 2007). 
 
The most popular social networking sites nowadays are Facebook, Twitter, and LinkedIn (Milanovic, 2015); 
however, there are numerous other social networking sites and applications (Boyd & Ellison, 2007) – see, for 
example, the list of 40 most popular presented by Jain (2012). 
 
Trends of social networks use (and social media in general) are largely dependent on the number of Internet 
users, i.e. share of population using the Internet. In 2014, more than three quarters of EU-28 individuals aged 
between 16 and 74 were using Internet regularly, i.e. at least weekly (Eurostat, 2015a), which is 10% more 
than four years earlier (Eurostat, 2015b), and the trend is still growing. In Slovenia, Internet is being used by 
72% of individuals – 81% of them are using the Internet every day or almost every day (Zupan, 2014), 
indicating a good starting potential for a large number of social networks users. Similarly, a growing trend can 
be identified in the number of available social networking sites and applications.  
 
The potential of social networks is explored in terms of number of their users – the larger the number, the 
bigger the target group(s), the bigger the (potential) reach of information communicated to them. This 
potential is addressing three groups of social networks users: (1) individuals, (2) businesses, and (3) public 
organizations. 
 

                                                                 
1 Number of users who have seen Facebook posts/public messages. 
2 Others are: blogs, virtual social worlds (e.g., Second Life), collaborative projects (e.g., Wikipedia), content communities (e.g., YouTube), 
virtual game worlds (e.g., World of Warcraft). 
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2.1 Use of social networks among citizens 

Participation in social networking is one of the most common online activities in EU-28; approximately half of 
individuals aged between 16 and 74 are using the Internet in order to use Facebook, Twitter, or other social 
networking sites (Eurostat, 2015c). Figure 1 reveals a growing trend in online social network participation3. 
While there were 40% of EU-28 individuals using the Internet to participate in social or professional networks 
in 2011 (33% in Slovenia), the percentage is much higher four years later: 52% for EU-28, and 38% for Slovenia 
(Figure 1).  

 

Figure 1: Individuals using the Internet to participate in social or professional networks in EU-28 and in 
Slovenia. Source: Eurostat (2015b)  

From the worldwide perspective, global social network penetration is estimated at 29% (Statista, 2016b). 
There were 1.96 billion users of social networking sites and applications in 2015, and the number is expected 
to reach 2.44 billion in 2018 (Statista 2016c). Facebook is by far the leading social network in terms of number 
of users; in 2015, it had 1,550 million users (Statista, 2016a). 

2.2 Use of social media/networks by businesses 

Social networks and social media in general gained attention among business entities as well. The latter have 
soon  realised that this sort of media presents additional marketing channels, through which they can reach 
potential customers and increase their revenue. Enterprises use social media for different purposes, the 
prevailing being image building and product marketing (73% of enterprises using social media); half of 
enterprises used social media to obtain customer opinions or reviews, or to answer their questions (i.e. 
improving customer service). About 30% of enterprises used social media to involve costumers in development 
or innovation of goods and services (Giannakouris & Smihily, 2014). 
 
In 2013, 30% of enterprises in EU-28 were using at least one type of social media (e.g. social networks, blogs, 
content-sharing sites, and wikis) (Giannakouris & Smihily, 2014). Social networks were more popular than 
other types of social media, as 28% of enterprises in the EU-28 were using social networks.  
 
In Slovenia, 37% of enterprises with at least 10 employees were using social media in 2013. The percentage 
was the highest among large enterprises with more than 250 employees (65%) and the lowest among small 
enterprises with 10–49 employees (35%). Social networks were the most frequently used type of social media 
among Slovenian enterprises as well (34% enterprises use social networks).  

2.3 Use of social media/networks in public administration 

As presented in previous sections, almost two billion individuals are using online social networks and almost 
one third of EU companies is exploiting the potential of such networks. Social networks present a huge 
potential for public organizations as well. The number of users participating in these networks undoubtedly 
represents an important (potential) additional channel for communication between public organizations and 
their customers (i.e. citizens and businesses). Unfortunately, research in this field is not as frequent and as 
detailed as in the case of individuals (citizens) and businesses. From the international perspective, there are 
two main surveys dealing with this issue, one conducted by the United Nations and the other by the OECD. But 

                                                                 
3 Although a slight decrease in Slovenia in 2015. 
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even these two mainly explore social media usage in general. The latest results of the first one (UN, 2014) 
reveal that 118 out of 193 UN member states (61%) use social media for e-consultations4. A closer look into 
the results for 2010 and 2012 reveals an extremely positive trend: in 2010, 11% of the countries and in 2012, 
40% of the countries observed were using social media for e-consultations (UN, 2014). These results definitely 
indicate that public organizations have already recognised the potential of social media. On the other hand, 
the research does not reveal the level of uptake within specific countries (i.e. how many public organizations 
are using social media and social networks specifically and for what purposes).  
 
The OECD report on public administration "Government at a Glance 2015" provides a comparison of public 
administrations of the 34 member states in various fields, including social media usage in the executive 
government institutions. The survey is focused on the usage of two major social networking sites (Facebook 
and Twitter) among the most important institutions of the executive branch (president, prime minister, or the 
government as a whole). The results presented below are based on 25 responses (24 from OECD member 
states5 and one from Columbia, a partner state). The OECD survey reveals that only a minority of governments 
in the OECD area has adopted a social media usage strategy (28%), indicating that the usage of social media as 
a channel for communication with customers is still an experiment in public administration (Mickoleit, 2014). 
Approximately half of the responding countries (12 out of 25) have defined explicit goals and expectations 
related to social media usage; the prevailing expectations and objectives are improved communications, 
stakeholder engagement, and service delivery improvements (ibid.). A relatively low number of countries with 
a defined social media strategy, or at least goals and expectations related to social media usage, is somehow 
surprising. Namely, this makes it difficult to allocate sufficient resources (human or/and financial) to individual 
social media channels and, most importantly, to monitor and evaluate the results of social media activities (see 
Sacred Heart University, 2017). This could be one of the reasons for a low percentage of citizens using social 
media platforms for posting their opinions on civil or political issues (approx. 18% of Europeans) – especially 
compared to the general uptake of these technologies (see Mickoleit, 2014, p. 34). One could argue that this is 
in line with the generally low participation in civic and political issues (especially) among young people. 
However, an established social media strategy should include an agenda on how to stimulate citizens (or/and 
businesses) to be more active in this context. But still, they are already there – using social media every day 
and participating in crowd-sourcing activities initiated from private entities. 
 
Chile, for example, is a country with a well-developed social media strategy; it started in 2010 with an official 
circular encouraging the use of social media across the Chilean government, followed by the integration of 
social media in the national e-government strategy 2011-2014 and a digital guide with technical assistance on 
the use of new technologies (including preconditions, capacities and skills necessary to make the best use of 
social media) (Mickoleit, 2014).  
 
Even though the number of countries with a formal social media usage strategy and/or explicit goals and 
expectations regarding these media is low, this is not reflected in the number of countries present on Twitter 
and/or Facebook. Namely, 76% of the OECD member states (26 out of 34) have institutional Twitter accounts 
for heads of state, heads of government, or governments as a whole, and 53% countries (18 out of 34) are 
officially presented on Facebook (ibid.). However, this data does not tell anything about social media/network 
usage in specific public organizations (ministries, municipalities etc.). In addition, the OECD’s survey reveals 
that only five out of 25 responding countries measure the effects of social media usage (Mickoleit, 2014). 
 
Mergel and Bretschneider (2013) propose a three-stage adoption process for social media usage in 
government: (1) intrapreneurship and informal experimentation, (2) constructive chaos and (3) 
institutionalisation. In the first stage, social media are used informally within individual departments by those 
who have been using social media before for private purposes. The second stage is a response to the first one; 
namely, in this stage, the advantages of social media have been recognised by the organizational management, 
resulting in the development of informal rules and standards for the deployment and usage of the technology 
(social media) within organizational subunits. In the final stage (institutionalisation), the organization’s official 
social media strategy or policy document is developed indicating a high level of formalization and standard 
setting related to social media (acceptable) usage by government employees and citizens interactions via 
official governmental social media accounts. Table 1 summarises the main characteristics of all three stages. 

                                                                 
4 In terms of “engaging people in deeper contributions to and deliberation on public policies and services” (UN, 2014, p. 63). 
5 From 34 member states. 
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Based on this classification and the data on social media usage in the OECD members (as presented above), 
one can conclude that most of OECD members are between the first and the second stage of social media 
adoption. 

Table 1: Characteristics of the three-stage process model for social media usage in government 

 
Source: Mergel and Bretschneider (2013, p. 397) 

 
In the following section, literature review in the field of social networking sites usage in public administrations 
of specific countries is presented.  

3. Review of Relevant Research 

Social media usage in public administration has been most often investigated in the United States. 
Mossberger, Wu and Crawford (2013), for example, focus on the usage of social media and other interactive 
tools fostering civic engagement in large US cities between 2009 and 2011. The use of social media was 
measured indirectly by investigating the presence of links to social media accounts on organizational websites. 
Their results reveal a considerable increase in social media usage between 2009 and 2011; in 2011, almost 90% 
of cities included in the survey were using Facebook and Twitter, followed by YouTube (75%) and Flickr (37%). 
All of those with Facebook and/or Twitter accounts enabled comments to be posted by other users. In 2011, 
social media usage in US local government was in focus of the study performed by Reddick and Norris (2013). 
Their results reveal that two thirds of US local governments adopted at least one social medium tool, with 
Facebook and Twitter being the prevailingly used tools. The majority of local governments investigated were 
using social media for one-way interaction. Factors affecting the adoption of social media were: type of 
government (municipality or county), size in terms of population, region, metropolitan status (central city, 
suburban, independent), citizens’ education and years of experience with e-government6. A year later, 
Maultasch Oliviera (2013) investigated the usage of social media in US local government. The study was 
conducted among city managers. The results are similar to those by Mossberger, Wu and Crawford (2013) and 
Reddick and Norris (2013): social media were used broadly (88% local governments), among them most 
frequently Facebook (92% of those using social media) and Twitter (78 %), followed by YouTube (59%), instant 
messaging (56%) and LinkedIn (50%). Although external dissemination of information is the main reason for 
social media usage, a substantial portion of US local governments uses social media technologies for other 
tasks as well: getting a feedback on service quality, internal collaboration on work tasks, and 
enabling/facilitating citizen participation. Social media obviously gained considerable attention in the US 
(mainly local) government. This increases the need for proper policies guiding the use of social media and 
enabling transparent engagement with citizens. Such policies were addressed by Bennett and Manoharan 
(2016), who confirmed that most US cities integrated social media into daily operations, but many lacked social 
media policies guiding this usage7 (see also Mergel, 2013a). In addition, the measurement of interactions and 
of the impact of social media communications is one of the most important tasks. This has been recognized by 
private sector organizations relatively soon – otherwise, how can they evaluate the value of their social media 
activities? According to the study conducted by Mergel (2013b), social media managers in the executive 
branch of the US federal government recognise the lack of measurement practices for social media 
interactions. Despite that, social media usage in public administration clearly has broader positive effects in 
the US. This was indicated by the survey, the results of which revealed that “social media is an effective means 
for government to improve citizens’ trust in government by enhancing their perceptions of government 
transparency.”8 (Song and Lee, 2016). 

                                                                 
6 Gesuele (2016), for example, focused on drivers of Facebook adoption in Italian municipalities. The main driver turned out to be the 
general economic status of the citizens. 
7 On the other hand, several social media policies have been adopted in order to regulate employee behaviour on their private social 
media and/or institutional accounts (see Bezboruah and Dryburgh, 2012). 
8 Similarly, the survey conducted in Malaysia (Warren, Sulaiman and Jaafa, 2014) revealed that “using social media for civic engagement 
has a significant positive impact on trust propensity and that this trust had led to an increase in trust towards institutions.” 
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The research conducted in Romania and Lithuania revealed a relatively high adoption of social media in public 
administration as well. Two studies in this field have been identified recently in Romania. Urs (2016) evaluated 
Facebook accounts of Romanian city halls. Eight of them (17%) did not establish Facebook presence at the time 
of the survey, five published less than five posts in the period observed. 19 city halls (40%) had more than 100 
post published in 454 days (574 on average). The pages with the highest number of followers are those 
presented by mayors9; on average, the Facebook pages analysed had 15.260 followers. Another research in the 
Romanian environment was performed by Nicolescu and Miric�	 (2015) who evaluated the use of Facebook in 
the Romanian National Institute of Statistics. They identified several advantages of social media usage in the 
field of official statistics, such as: increased statistical literacy, enhanced popularity of statistics, presentation 
of statistical agencies as attractive employers, and improved image of statistics organizations. Facebook 
adoption in Lithuanian municipalities was in the focus of the research conducted by Sinkien�& and Bryer (2016). 
They came to the conclusion that the majority (77%) of municipalities used Facebook, 41% of them established 
their Facebook presence in 201510 or later. But the usage is relatively limited – mainly one-way interaction 
with very little feedback. Lithuanian municipalities do not have legal regulation/strategy for social media-
related activities/communication. Mainly one-way Facebook interaction was identified in the Egyptian context 
as well, as revealed by Abdelsalam et al. (2013) who evaluated social media usage in the Egyptian government. 
First, they examined all registered governmental domains in Egypt, followed by a two-stage analysis of: (1) 
existence of social media applications (forums, surveys, blogs, RSS etc.) on governmental websites and (2) 
usage of Facebook by governmental organizations. They identified 33 working governmental Facebook pages 
representing half of the total Facebook pages linked to active websites. On average, these pages had 36.824 
Facebook followers and 1.326 posts. In general, social media communication by the Egyptian government is 
very basic and one-way.  
 
The impact of social media usage on de-bureaucratisation and shift in information flow was studied in the 
Netherlands and China. De-bureaucratisation in relation to social media was studied by Meijer and Torenvlied 
(2016) who focused on Twitter usage in the Dutch Police. The main question they addressed was: “Does the 
use of Twitter de-bureaucratise the organization of police communications?” They came to the conclusion that 
most of Twitter communication “… still fit the bureaucratic model of government communications.” The shift 
of information flow due to social media usage in the Chinese government was evaluated by Zheng (2013), 
whose research revealed that in China, social media had, to some extent, shifted the information flow … “from 
a vertical, centralized and closed model into a horizontal, decentralized and open network.” Also, Chinese 
government employees lack social media usage-related skills, and the government capabilities are not in line 
with the capabilities of external society resulting in inadequate, improper and delayed microblogging.  
 
Some studies evaluate social media usage in (local) government in the context of crisis management. 
Panagiotopoulos, Ziaee Bigdeli and Sams (2014), for example, evaluated the use of Twitter during and shortly 
after the riots in England (in 2011). The authors analysed 1.746 Twitter posts by 81 local governments in order 
to explore how they attempted to reduce the effects of the riots and support community recovery and to 
identify citizen-government Twitter collaboration. They came to the conclusion that “Twitter's conversational 
features enabled different forms of collaboration. Collective action of citizens and councils co-evolved in 
actions such as cleaning the streets, disproving rumours and identifying suspects.” 
Social media readiness in German state administration was in the focus of the study conducted by Hoffmann, 
Lutz and Meckel (2014) who developed the social media readiness model presented in Figure 2. The model 
consists of five organizational and seven individual antecedents of social media readiness. Individual 
antecedents include: 

€ Demographics (age): younger employees have more experiences with social media, thus they are 
more open for social media usage in public administration. 

€ Experience in terms of previous private or business use of social media. 
€ Performance expectancy – perceived usefulness of social media usage in public administration. 
€ Effort expectancy: fear related to increased workload caused by social media usage. 
€ Social influence (peer pressure). 
€ Self-efficacy related to personal affinity to innovative ICT and actual use experience. 
€ Computer Anxiety: privacy and security-related fears. 
€ The five organizational antecedents of social media readiness are: 

                                                                 
9 Namely, in some cases, the fan pages by mayors instead of the city halls pages were used.  
10 Year of elections. 
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€ Leadership support for social media projects. 
€ Autonomy of those working on social media. 
€ Structure (coordination between organizational units). 
€ Processes (hierarchy and bureaucracy as the key obstacles). 
€ Resources (mainly time and personnel). 

 

 

Figure 2: Social media readiness model. Source: Hoffmann, Lutz and Meckel (2014) 

Table 2 provides a review of recent research in the field of social media usage in public administration. It 
shows that social media usage in public administration has mainly been measured on the level of local 
government with prevailing focus on Facebook and Twitter. 

Table 2: Review of research in the field of social media usage in public administration organizations 

Source 
Geographical 
focus 

Measurement 
unit 

Social media 
evaluated Focus 

Nicolescu and Miric�� 
(2015) 

Romania , 
compared to 
Australian  
Bureau of 
Statistics 

National Institute 
of Statistics  Facebook 

Social media impact on 
official statistics 
communication and 
dissemination 

Gesuele (2016) Italy Municipalities Facebook 
Drivers of Facebook 
adoption among 
municipalities 

Hoffmann, Lutz and 
Meckel (2014) Germany 

Agencies and 
district 
administrations 

Social media in general Social media readiness 

Abdelsalam et al. 
(2013) 

Egypt 
Organizations 
with  gov.eg 
domains 

Facebook, Twitter, 
YouTube, Wiki, 
LinkedIn, Skype 

Presence, usage and 
effectiveness 

Oliveira and Welch 
(2013) US 

Local government 
(cities) 

Facebook, Twitter, 
YouTube, LinkedIn, 
Govloop, Skype, Flickr, 
Instant messaging, 
MySpace, GoogleDocs 

Social media usage, its 
purposes and 
organizational factors 
determining the coupling of 
social media technology 

Bezboruah and 
Dryburgh (2012) US Local government Social media in general Social media policies 

Urs (2016) Romania Local government Facebook 
Facebook usage and 
analysis of Facebook pages 

Sinkien�¡ and Bryer 
(2016) 

Lithuania Local government Facebook 
Facebook adoption and 
performance in 
municipalities 

Juki�ü and Merlak 
(2016) 

Slovenia 
Local self-
government 
(municipalities) 

Facebook Facebook usage and 
analysis of Facebook pages 

Meijer and Torenvlied 
(2016) 

The Netherlands Police 
departments 

Twitter 

Impact of Twitter on de-
bureaucratization of the 
police communications 
organization 
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Source 
Geographical 
focus 

Measurement 
unit 

Social media 
evaluated 

Focus 

Panagiotopoulos, 
Ziaee Bigdeli and 
Sams (2014) 

England Local government Twitter 
Twitter usage during and 
shortly after the 2011 riots 

Warren, Sulaiman and 
Jaafar (2014) 

Malaysia Citizens Facebook 

Social media effects on 
fostering online civic 
engagement and building 
citizen trust and trust in 
institutions 

Song and Lee (2016) US Citizens 
Social networking sites, 
blogging, Twitter 

Citizens’ Use of Social 
Media in Government, 
Perceived Transparency, 
and Trust in Government 

Snead (2013) US 
Executive branch 
(Agencies) 

Twitter, Facebook, 
YouTube, Blogs, Flickr, 
RSS feeds, podcasts 
and videos 

Use of social media and 
public participation with the 
media 

Mergel (2013a) US 
Federal 
government 

SM in general 
Factors influencing internal 
adoption decisions to use 
social media 

Yi, Oh and Kim (2013) US and Korea Government Social media in general 
Evaluation of social media 
usage and policies  

Mergel (2013b) US 

Federal 
government 
(executive 
branch) 

Social media in general 
Measurement of social 
media interactions 

Mossberger, Wu and 
Crawford (2013) 

US (Large) cities 
Facebook, Twitter, 
YouTube, Flickr 

Use of social networks and 
other interactive tools for 
civic engagement 

Zheng (2013) China 
Local (municipal) 
government Microblogging 

Drivers, challenges and 
capabilities  

Reddick and Norris 
(2013) 

US Local government 
Facebook, Twitter, 
YouTube, Flickr and 
blogging 

Social media adoption and 
drivers for adoption 

Bennett and 
Manoharan (2016) 

US 
Local government 
(cities) 

Social media in general Social media policies 

 

4. The use of social media in public administration: The case of Slovenia 

4.1 Methodological framework 

We analysed the Facebook profiles of 112 organizations of the Slovenian state administration11. More 
precisely, we analysed Facebook usage by: 

€ ministries (14) 
€ bodies affiliated to the ministries (40) 
€ administrative units (58) 

The analysis was conducted in the period between 24 December 2015 and 7 January 2016. For each 
organization, 16 indicators were assessed, which were classified into four groups: (1) usage, (2) multi-channel 
features, (3) engagement, and (4) multi-media features. A detailed list of all indicators measured is presented 
in Table 3. 
 
A detailed analysis of Facebook activities was performed for the Slovenian armed forces, identified by the 
research as the leading organization in the field of social media communication. This analysis was performed 
with two tools: FacePager (Keyling and Jünger, 2014) and TagCrowd (2017). 

 

 

 

 

                                                                 
11 The Slovenian administrative system is two-tiered, meaning that state administration and local self-government are separated; primacy 
is given to the state government, while local self-government (municipalities) has an instrumental nature (Kova��, 2014). Local self-
government (municipalities) is not included in the research. 
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Table 3: List of measured indicators 

Group Indicators measured Indicators’ values 

Usage 

Existence of organization’s Facebook profile yes, no 

Year of entry on the Facebook network year (e.g. 2011) 

Number of all posts in 2015 number 

Types of posts 

�ƒ calling for suggestions, cooperation via 
Facebook 

�ƒ calling for suggestions, cooperation via 
other channels (e.g. e-mail) 

�ƒ providing information on past events 
�ƒ providing information on future events 
�ƒ other posts 

Multi-channel 
features 

Availability of link to the Facebook page on the 
organization’s web page yes, no 

Availability of link to the organization’s web page 
on the Facebook page yes, no 

Engagement 

Number of Facebook fans (likes/followers) number 

Possibility of writing on the Facebook page by 
other users 

yes, no 

Number of posts by other users in 2015 number 

Number of posts calling for cooperation/opinions 
in 2015 number 

Number of polls in 2015 number 

Number of comments to posts number 

Number of comments posted by organization number 

Number of comments posted by other users number 

Number of shared posts number 

Multi-media 
features 

Number of posts with multi-media content in 
2015 

number 

4.2 Presentation of the results 

4.2.1 Usage and multi-channel features 

The first step in our research was aimed towards determining whether the organizations were present on 
Facebook, the social network with by far the most users among all social networking sites. The research 
revealed that 14 out of 112 analysed organizations were present on Facebook, representing 13% of studied 
organizations (Table 4 – left). Once a Facebook page is set up, the challenge is to attract the target groups (i.e. 
fans, the target group of messages/posts published on the Facebook page). One of the basic principles in web 
marketing is to put the link to the Facebook page on the website of the organization, thus informing website 
visitors that the specific organization is present on Facebook as well, and that they can follow its posts via 
additional channel(s). On the other hand, Facebook, in the context of web marketing, is a good channel to 
attract visitors to the organization’s website. Most of the organizations with Facebook profiles (71%) have a 
link to their Facebook page placed on their websites (Table 4), while all except one have a link to their websites 
placed on their Facebook profiles (in the “About” section). Among the organizations with a Facebook page, 8 
(57%) have joined Facebook in the last three years, whereas others did so earlier (the first one in 2009). 

Table 4: Organizations with a Facebook page (left) and links to their Facebook profiles on the websites (right) 

Facebook presence Link to Facebook page on website

 n %  n % 

Yes 14 13% Yes 10 71% 

No 98 88% No 4 29% 

Total 112 100% Total 14 100% 
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The main feature used by Facebook users (be it individuals, businesses, or public organizations) are posts – 
messages published on the wall/timeline of a specific Facebook page. There is no specific guide on how often 
to publish posts in order to be seen by more Facebook users/fans. However, the research conducted on the 
sample of Facebook pages owned by private organizations (Cohen, 2015) indicates that posting 1 to 4 times 
per week has the highest reach (the number of people who have seen posts/messages published) and 
engagement rate, i.e. the percentage of people who see a post and like, share, click, or comment on it 
(Facebook, 2015). On average, organizations with a Facebook page published 152 posts on their walls in 2015, 
accounting for 2.9 posts per week. However, this number should be considered with some reservations. 
Namely, two organizations (General Staff of the Slovenian Armed Forces and Ministry of Foreign Affairs) had 
more than 500 posts, while five organizations had zero to 20 posts in 2015. On average, only six organizations 
comply with the 1–4 posts per week rule of thumb. The number of posts in 2015 for all organizations is 
presented in Figure 3. 

 

Figure 3: Number of Facebook posts in 2015 

These posts were classified into five groups: (1) calling for suggestions, cooperation via Facebook, (2) calling for 
suggestions, cooperation via other channels (e.g. e-mail), (3) providing information on past events, (4) 
providing information on future events, (5) other posts. As presented in Table 5, the intention of 51% of all 
posts published in 2015 was to provide information on past events, approximately 10% of the posts provided 
information on future events, almost 40% provided other information (of a more “static” nature, e.g. about 
elected councillors, new road sections, etc.), and less than 2% of the posts encouraged fans to submit 
suggestions via Facebook or other channels (e.g. e-mail). While the first two categories of posts (calling for 
suggestions/cooperation) will be discussed in the next section, it can be noted at this point that the ratio of 
posts informing fans about past to posts informing about future events is not ideal. While informing Facebook 
fans about past events may be useful in terms of image building and raising fans’ awareness of the 
organization’s activities, announcements of future events have the potential of engagement of fans in these 
events (indeed, not all events are meant to include/invite all target groups). 
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Table 5: Types of posts published on Facebook pages in 2015 

n % 

Posts calling for suggestions, cooperation via Facebook 1 0.05 

Posts calling for suggestions, cooperation via other channels (e.g. e-mail) 24 1.13 

Posts providing information on past events 1073 50.57 

Posts providing information on future events 200 9.43 

Other posts 824 38.83 

Total 2122 100 

4.2.2 Engagement 

On average, organizations with Facebook pages have 2,601 users liking their pages (i.e. fans). The page with 
the lowest number of Facebook fans is the one by the Chemical Office of the Republic of Slovenia (7 fans). Only 
two organizations have more than 10,000 Facebook fans: General Staff of the Slovenian Armed Forces (13,262 
fans) and the Police (11,782 fans). In general, it can be concluded that there is room for improvement in terms 
of numbers of fans that organizations attract via Facebook. The number of fans, namely, is an important factor 
of reach and engagement rates. To put it simply, the effect of a Facebook page of a (private or public) 
organization is not significant if it does not attract fans – target group of Facebook communications. The higher 
the number of fans, the higher the reach and the higher the potential for engagement. 
 
An organization can enable or disable the option of other users writing on their Facebook page. Enabling this 
option definitely opens room for cooperation and indicates that an organization is open to feedback, 
suggestions, and other types of users’ input. Our analysis reveals that only half of organizations with a 
Facebook page (7 out of 14) enable writing on their Facebook wall by other users. Among those that do allow 
that option, 58 such posts were published on their walls on average in 2015. The Ministry of Justice had the 
lowest number of other users’ posts published on its Facebook wall (7), while the largest number of such posts 
(177) was written on the page of the General Staff of the Slovenian Armed Forces. While the number of 
organizations allowing posts from other users on their Facebook pages cannot be satisfactory (taking all of 112 
organizations from the initial sample as a base, only 6% of organizations enable this option), the average 
number of other users’ post on Facebook pages of organizations allowing that is relatively high.  
 
Social networks have the potential to involve users/fans in the early stages of policy process – problem 
identification (see a complete policy cycle in LAITS, 2016). In this stage, fans have the potential to highlight the 
issues they believe are important. Social networks, and Facebook specifically, can be used in this context for 
encouraging fans to communicate the suggestions via Facebook or via other channels (e.g. e-mail). In the 
previous section we classified all posts published on Facebook pages of the organizations analysed into five 
groups (Table 5). The results of our analysis, in terms of number of posts with the potential of involving fans in 
the early stages of policy process, are somehow worrying. In 2015, only one post out of 2,122 called for 
suggestions or other forms of users’ cooperation via Facebook, while altogether 24 tried to encourage users to 
do so via other channels. None of the organizations with a Facebook page exploited the potential of Facebook 
polls, even though there are free and user-friendly applications available to implement this option. 
 
One indicator of Facebook engagement rate is also the number of comments posted to specific posts 
published on organizations’ Facebook pages. These comments can be posted by other users or by the 
organization “owning” the specific page. Both indicators are important. While the number of comments by 
other users indicate higher engagement rate, the number of comments posted by the organization owning the 
page, on the other hand, indicates the importance of Facebook communication in the eyes of the specific 
organization. Our analysis (manually) identified 4,060 comments to the post published on Facebook pages of 
the organizations studied. These posts include comments to posts published by organizations and other users. 
Among these comments, the majority (97%) were posted by fans, and only 3.4% were posted by organizations 
(owners of specific Facebook page). Among all the comments (4,060), 94% were posted on the Facebook page 
of the General Staff of the Slovenian Armed Forces (56%) and the Police (38%). 
 
Sharing Facebook posts is also an indicator of the engagement rate. It also has the potential to attract new 
fans. The results of our research reveal that Facebook fans shared posts published on Facebook pages of public 
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organizations 5,949 times (on average 425 times per organization with a Facebook page). Most of the shares 
(4,842) happened via the Facebook page of the Police (46%) and the General Staff of the Slovenian Armed 
Forces (36%). 

4.2.3 Multi-media features 

It is a common guideline in the context of web marketing that posts with multimedia content (photo, video, or 
audio content) have a higher reach. The reason for that is that online visitors do not read online content 
thoroughly, but usually just scan through it. On average, the organizations analysed posted 1,504 posts with 
multimedia content, which accounts for 71% of all posts. While this result is relatively good, it still indicates 
room for improvement for approximately 30% of the content published on Facebook. Three organizations 
posted none, and six of them posted more than 100 such posts. 

5. A detailed analysis of Facebook activities of the Slovenian Armed Forces 

Since the Slovenian Armed Forces (hereinafter: SAF), an organization affiliated to the Ministry of Defence, has 
been identified as a leader in terms of Facebook activities12, its Facebook profile will now be explored in 
greater detail.  
 
SAF established its Facebook presence in 2012. A link to its Facebook profile (as well as to four other social 
media tools) is placed on its official website13 and vice versa – its website URL is placed on the Facebook 
profile. This indicates that, at least from this point of view, it established some (formal or informal) channel 
integration strategy. SAF is also successful in reaching its fans/followers; namely, the number of followers of its 
Facebook page (13.262) is the highest among all of the organizations observed in the research. 
Facebook users can post messages on the SAF’s profile, which is an indication of its willingness to establish a 
two-way interaction with Facebook users. This is not the case in the Police and Ministry of Foreign Affairs, 
which are also leaders in terms of quantity of Facebook activities (i.e. the number of followers, published posts 
and comments to the posts).  
 
In 2015, SAF published 533 posts on its official Facebook page; this result ranks it second among the 
organizations observed (right after the Ministry of Foreign Affairs with 593 posts). The intention of most of the 
posts is to inform followers about past (299 or 56%) or future (58 or 11%) events in the area of SAF’s work (e.g. 
about trainings attended by members of the SAF). Using a word cloud tool TagCrowd (2017), the most 
frequent words appearing in the posts were identified (Figure 4). The cloud presented below indicates that 
words related to the members (Slovenian: “pripadniki”, “pripadnikov”) of the Slovenian (Slovenian: 
“slovenske”) Armed Forces (Slovenian: “vojske” or “SV” for Slovenian army) are most frequent in the SAF’s 
Facebook posts (altogether used 355 times). Photos-related words (Slovenian: “foto” and “fotografije”) are 
also relatively often included in SAF’s posts content; this is in line with the fact that SAF has the highest 
number of posts (498 or 93%) with multimedia content (e.g. photos and videos).  

 

Figure 4: Frequency of words in the posts published by the Slovenian Armed Forces on its Facebook page in 
2015 

                                                                 
12 2nd place with number of posts, 1st place with number of followers and 1st place with number of comments to the posts published on 
their Facebook page. 
13 Slovenian Armed Forces (2017).  
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The level of engagement of SAF’s Facebook followers is enviably high. This is reflected by the number of times 
they liked and commented SAF’s posts published in 2015, as well as by the number of posts initiated by 
Facebook users. Altogether, SAF’s Facebook posts gained 64.040 likes representing an average of 120 likes per 
post. 2.198 comments were posted to their posts (on average four comments per post). A detailed insight into 
the content of the comments reveals that SAF’s Facebook fans mainly express a large amount of support to 
SAF and its members. Figure 5 represents a word cloud generated from the comments to SAF’s posts; the most 
frequently appearing words are “bravo”, “congratulations” (Slovenian: “��estitke”) and “good luck” (Slovenian: 
“sre��no”). In addition, SAF joined the communication with its own comments 85 times which again ranks it 
first among the observed organizations of the Slovenian state administration. This indicates that SAF is using 
Facebook for two-way interaction which is not the case in other organizations. SAF holds a leading position 
also when it comes to posts initiated by Facebook followers; namely, 177 posts were posted by other 
Facebook users. Most of them, again, promote SAF’s activities (e.g. trainings, important meetings, new 
equipment etc.). 

 

Figure 5: Frequency of words in the comments to posts published by the Slovenian Armed Forces on its 
Facebook page in 2015  

To summarise, SAF represents the only organization of the Slovenian state administration that has integrated 
social media activities into its daily operations. It has attracted a considerably large number of Facebook users 
as well as their high engagement level. Most of the social media activities are evidently focused towards 
building the SAF’s public image. The analysis confirms they are successful in pursuing this goal. 

6. Comparison of the results with other countries 

A detailed comparison of the results of the above and other research in the field (as presented in chapter 3) 
cannot be carried out due to four reasons, all related to methodological frameworks: 

€ Different measurement units: while the research on social media usage in Slovenian public 
organizations focused on state administration organizations (ministries, bodes affiliated to the 
ministries and administrative units), most other research in this field focused on municipalities. 
However, as mentioned in the methodological framework of our research, the Slovenian 
administrative system is two-tiered meaning that state administration and local self-government are 
separated. This implies that tasks and responsibilities of the municipalities in some countries might 
be the responsibilities of state administration (especially administrative units) in Slovenia. 

€ Social media channels observed: the research focused on different social media channels (mainly 
Facebook and/or Twitter). 

€ Timespan: research in the field was conducted in different years. In addition, where specific social 
media activities were measured (i.e. number and content of the posts published on social media 
sites), different periods were observed. 

€ Indicators measured: the research instruments used differ in what was measured/observed as well. 
While presence on social media platforms is a constant in such research (although sometimes 
observed only via links to organizational social media profiles on their official websites), other 
indicators include number of posts, engagement rates, number of followers etc., and different 
average values of these indicators, as well as integration of social media in daily activities and 
similar. 

Due to the above differences in methodological frameworks in the field of social media research in public 
administration organizations, the comparison can only be superficial. 
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The research presented in chapter 4 reveals that only 14% of Slovenian state administration organizations 
established a Facebook presence. This is a very low portion compared to all other research in the field. 
Namely, the latter reveals at least one social medium tool was adopted by 88% of US local governments two 
years earlier (Maultasch Oliviera, 2013), indicating that, in 2015, when the research was conducted in Slovenia, 
this portion could be higher. A relatively high adoption of social media was also identified in Romania and 
Lithuania – while in Romania 83% of city halls established a Facebook presence (Urs, 2016), a 77% adoption 
rate was identified in Lithuanian municipalities (Sinkien�& and Bryer, 2016). In Egypt (Abdelsalam et al., 2013), 
the adoption rate was lower (50%), but still much higher than in Slovenia. 
 
While external dissemination of information is the main reason for social media usage in US local 
governments, a substantial portion of US local governments use social media technologies for other tasks as 
well – for example, for getting a feedback on service quality and enabling/facilitating citizen 
participation(Maultasch Oliviera, 2013). This is not the case in the Slovenian state administration where 
Facebook is mainly used for one-way interaction, which is also the case in Romania (Urs, 2016), Lithuania 
(Sinkien�& and Bryer, 2016) and Egypt (Abdelsalam et al., 2013).  
 
The number of followers (i.e. users liking a specific social networking page) is one of the indicators (though the 
most basic one) revealing the engagement rate. In Romania, for example, the average number of fans was 
15.260, while in Slovenia this number was much lower – 2.601 on average.  However, the target group(s) in the 
Romanian and Slovenian context differ greatly in size (Slovenia has approximately two million of residents, 
while Romania around 20 million). The number of post published on social media sites is another indicator 
revealing how much effort organizations put into social media activities. This was measured in Romania (Urs, 
2016) where 574 posts were published on Facebook sites of city halls on average in 454 days, while 152 posts 
on average were posted by Slovenian public organizations.  
 
Slovenia has no strategy or formal policy on social media usage for external communication and the same 
strategic deficit was identified in the US, Romania and Lithuania (ibid.). 
 
To summarise, the level of Facebook adoption in Slovenia is very low in the international context as well. One-
way interaction is the main reason for social networks usage not only in Slovenia, but in other countries as 
well. The same holds true for the lack of strategic framework in the field and/or policy on social media usage. 
An exception here are the Slovenian Armed Forces which have managed to integrate Facebook activities into 
their daily operations, resulting in a high number of Facebook followers and their engagement level. 

7. Discussion and suggestions for further research 

Social media and social networks specifically have been recognised as an extremely valuable marketing tool in 
private sector organizations. Public organizations, on the other hand, seem to be somehow lost in this field. On 
the basis of our research, we can answer the initial research question (“Is the Slovenian public administration 
exploiting the potential of social networks?”) negatively. Only 14 out of 112 analysed organizations have 
established their Facebook presence, and for most of them considerable room for improvement has been 
identified in terms of usage of Facebook as a social network with the highest reach and engagement potential 
in terms of number of its users.  
 
Based on the three-stage adoption process for social media usage in government developed by Mergel and 
Bretschneider (2013), we can conclude that the Slovenian state administration organizations are at the first 
stage – intrapreneurship and informal experimentation. In order to proceed onto the next stages, the 
Slovenian government will have to adopt an official social media strategy and related guidelines. Such strategy 
has to define the goals of social media usage, key roles (i.e. administrators of Facebook pages), processes (e.g. 
the policy making process supported by social networks), challenges, and analytics indicators enabling 
measurement of success in reaching the goals of social media usage.  
 
Taking into account previous research in the field, two common points can be identified for social media usage 
in the Slovenian public administration and public administrations worldwide: social media are mainly used for 
one-way interaction and there is a lack of formal policies guiding social media usage in public administration. 
We believe that the results of our research present an added value for practitioners and researchers – both 
domestic and international. For domestic practitioners, they provide a thorough situation report in the field of 
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social network usage in the Slovenian state administration and its unexploited potential. For foreign 
practitioners, they enable a comparison of the situation in this field (between their organizations and 
Slovenian public organizations). The most important lesson for public administration organizations from other 
countries is the importance of a social media strategy. Such strategy should focus on two-way interaction with 
stakeholders, otherwise there is not much added value from the social media communication compared to 
well-established websites. For researchers, the paper provides a basis for a comparative review in this field 
and methodology developed for measuring the usage of social networks in public administration. 
 
The main shortcoming of our study is not taking into account the organizations’ target audiences (which is the 
case in the majority of similar studies). This is why some results should be read (and understood) with some 
reservations. Namely, some organizations have larger target groups of users than others. This is why the 
number of followers and the number of posts by other users, for example, do not say much when compared 
among organizations. However, they do, to some extent, indicate the level of Facebook adoption among 
organizations in focus.  
 
Even though we have included in our research a considerable number of Slovenian public administration 
organizations, further research efforts in this field might consider expansion in three directions. First, it would 
be interesting to analyse the usage of other popular social networks in public administration (e.g. Twitter). 
Second, the results would be more indicative if municipalities (i.e. local self-government) were included in the 
research. The Slovenian local self-government system consists of 212 municipalities, thus it would be 
interesting to analyse how these municipalities exploit social networks for strengthening citizen participation 
in local governance. Finally, the research in this field lacks an international dimension. While OECD’s and UN’s 
efforts in this field are valuable, they do not provide a detailed view on online social networks exploitation in 
their member countries. 
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Abstract: Tax administrations need to become more efficient due to a growing workload, higher demands from citizens, 
and, in many countries, staff reduction and budget cuts. The novel field of analytics has achieved successes in improving 
efficiencies in areas such as banking, insurance and retail. Analytics, which is often described as an extensive use of data, 
statistical and quantitative analysis, explanatory and predictive models, and fact-based management to drive decisions and 
actions (Davenport and Harris, 2007: 7), fits well in tax administrations, that typically have access to large volumes of data. 
In this paper we will answer the question how analytics contributes to a Compliance Risk Management approach – a major 
trend in taxpayer supervision in the last decade. The main tasks within compliance risk management include risk 
identification, risk analysis, prioritization, treatment, and evaluation. The answer of the research question gives more 
insight in what we can expect from analytics, and will assist tax administrations that want to improve their analytical 
capabilities. Attention is paid as well to limitations of analytics. Findings include that over half of the activities in taxpayer 
supervision can be supported by analytics. Additionally, a match is presented between supervision activities and specific 
analytical techniques that can be applied for these activities. The article also contains a short case study of the Netherlands 
Tax and Customs Administration on selection of VAT refunds with analytical techniques.  
 
Keywords: tax administration, taxpayer supervision, compliance risk management, analytics and data mining 

1. Introduction  

Tax administrations need to become more efficient due to an expanding workload often combined with staff 
reduction and budget cuts. Workload increases by a growing number of taxpayers – both private individuals 
and business - and a rise in dynamics of the taxpayer population (shifting from employment to self-employed 
and vice versa). In addition workload expands by growing international trade, partly due to new developments 
in e-commerce (EU, 2011: 2). Another reason to improve efficiency is the rising expectations of citizens that 
want cheap, high quality government agencies. These rising expectations are partly due to higher education 
levels of citizens (OECD, 2004a: 9) combined with the experience of better performing non-governmental 
organizations and businesses.  
 
‘Analytics’ is a promising candidate for improving efficiency in the administration of taxes. Davenport and 
Harris (2007:7) define ‘analytics’ as an ‘extensive use of data, statistical and quantitative analysis, explanatory 
and predictive models, and fact-based management to drive decisions and actions’, and we will follow this 
definition in our paper. Decisions and actions that result from an analytical approach, have often led to more 
efficient processes (Davenport and Harris, 2007) in organizations that are similar to tax administrations with 
respect to their size and activities. Moreover, tax administrations meet an important condition for starting 
with analytics, namely the availability of data: they generate a lot of transaction data and have access to many 
third party data. Additionally, tax administrations process huge amounts of money, so even small 
improvements of their operations can yield substantial (monetary) benefits. It could be argued that - as a side 
effect - analytics can increase objectivity with respect to the treatment of taxpayers.  Note that the 
development of analytics has been made possible by progress in information and communication technology.  
 
Interest of tax administrations in ‘analytics’ or ‘data exploitation’ is therefore evident. Also international 
bodies like the Organisation for Economic Co-operation and Development (OECD), the European Commission 
(EC), and the Intra-European Organisation of Tax Administrations (IOTA) have put analytics on their agenda. 
Moreover, several tax administrations (among others the tax administrations of The Netherlands and the 
United Kingdom) are investing considerably to reap the benefits of analytics.  
 



The Electronic Journal of e-Government Volume 15 Issue 1 2017 

www.ejeg.com 20 ©ACPIL 

In this paper applications of analytics are limited to taxpayer supervision and more specifically to a so-called 
Compliance Risk Management approach – a major trend in taxpayer supervision in the last decade (section 
2.1). Taxpayer supervision can be positioned among other activities of a tax administration by considering the 
following dichotomy. In general, a tax administration has the following two tasks: (1) to make it possible for 
taxpayers to pay taxes, and (2) to examine whether taxpayers actually paid them. The first task requires a 
proper organization of internal processes like a tax return filing or tax payment process. The second task 
requires an adequate supervision process. These two main tasks of a tax administration coincide largely with a 
distinction made by Davenport and Harris (2007:15). They distinguish between applications of analytics to 
improve internal processes (financial, manufacturing, R&D, and Human Resources) and external processes 
(customer and supplier processes). Note that the term taxpayer is used broadly in this paper, as a term for a 
private individual, a business, a not-for profit or any other legal entity that is taxable. 
  
The objective of this paper is to explore the applicability of analytics in a taxpayer supervision context. In this 
paper we will answer the question how analytics contributes to a Compliance Risk Management approach. 
This exploration will lead to more insight into what to expect from analytics in taxpayer supervision and will at 
the same time give directions to tax administrations willing to improve their analytical capabilities in taxpayer 
supervision. It also offers some insights to researchers in e-Government with an interest in the potential of 
analytics for governmental organizations. Attention is also paid to limitations of analytics in taxpayer 
supervision.  
 
To answer the research question, the terms ‘analytics’ and ‘compliance risk management’ are decomposed 
into underlying techniques and activities, based on the available literature. Subsequently the techniques are 
mapped to supervision activities, according to their relevance and suitability. To illustrate the practical side of 
analytics, a short case study is included, in which one of the authors participated.   
 
The paper is organized as follows. Section 2 explores related research. Section 3 sketches current 
developments in analytics in tax administrations and in the insurance and banking sector. Section 4 describes 
typical activities in taxpayer supervision and typical classes of analytical techniques. These are subsequently 
mapped onto each other and a roadmap for analytics in taxpayer supervision is sketched. Section 5 presents a 
case study of the Netherlands Tax and Customs Administration (NTCA) (NTCA, 2016) aimed at detecting 
erroneous VAT refunds. Section 6 contains conclusions and a discussion on the further development of 
analytics in taxpayer supervision.  

2. Related research 

In this section we look more closely to relevant scientific literature related to the areas of research, supervision 
and analytics. In 2.1 we briefly discuss theories about modern supervision. Subsequently, in section 2.2 the use 
of analytics within tax administration is described. Finally, in 2.3, we discuss the managerial literature on 
analytics.  

2.1 Theories about modern supervision  

Tax compliance is subject of research for a long time already, starting with the seminal paper of Allingham and 
Sandmo (1972) in which the economics-of-crime theory was discussed. This theory looks at a taxpayer as a 
‘homo economicus’, deliberately weighing the expected utility before deciding to comply with the tax laws. As 
a reaction, tax administrations use so-called ‘deterrence’ strategies, which are based upon the assumption that 
the threat of detection and punishment enforces compliance. In this view, frequency of audits and size of fines 
are tools for treating non-compliance. Analytics might contribute to such a strategy, by optimizing the 
selection of taxpayers for audits, detecting fraud, and calculating optimal values of fines. 
 
However, in practice observed compliance levels proved to be higher than predicted by this early theory. This 
gave rise to new theories about influencing tax compliance behaviour. These new theories have identified 
many factors that play a role in the actual behaviour of taxpayers (Andeoni, Erard and Feinstein, 1998), such as 
psychological factors, personal norms, social norms, tax morale, and opportunities for tax evasion. A review 
paper of Jackson and Milliron (1986) summarizes tax compliance research in the period 1970 - 1985, while a 
review paper of Richardson and Sawyer (2001) extends this period towards 2001. A more recent overview is 
given by Alm (2012). Research showed that ‘deterrence strategies’ alone are unable to efficiently attain or 
maintain desired compliance levels (especially given a finite level of resources). 
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New insights in behaviour generated new ideas about ‘advice and persuade’ strategies. Several scholars from 
Public Administration have suggested policies for effective supervision, such as the theory of responsive 
regulation of Braithwaite (2007) and the psychology of persuasion of Cialdini (2004). These policies suggest 
new instruments for treating non-compliance, like limiting opportunities to make errors or reducing 
unintentional errors by improving services.  Analytics might contribute in such a strategy, for example, by 
providing a more accurate description of taxpayer behaviour, investigating areas of frequent unintentional 
errors and detecting taxpayers needs for improving taxpayer services.    
 
The OECD (2004a) and the EC (2010) encourage tax administrations to combine both strategies within a so-
called Compliance Risk Management approach, in which a tax administration attunes its strategy to the 
taxpayer’s behaviour. In this paper we will discuss taxpayer supervision from the perspective of tax 
administrations applying a Compliance Risk Management approach.  

2.2 Analytical applications within tax administrations  

The authors could track fourteen articles published in scientific journals aiming at improving efficiency of 
taxpayer supervision with analytical techniques. These articles focus on applying specific techniques. Articles 
treating ‘analytics’ as a general concept within tax administrations were not found. 
 
Eleven of these publications focus on audit selection. The techniques used follow developments in computer 
science and statistics. Publications from the 1980s treat predominantly techniques from statistics and 
econometrics that require limited computations. The rise of computer power in the 1990s, got computer 
scientists interested in extracting knowledge from data as well. Publications on audit selection from that 
period onwards, focus on these newer techniques.  
 
Several studies report an increasing yield of audits by using analytics in the selection process. Hsu et al. (2009: 
25) report a significant increase in efficiency (63%) compared to the manual selection of audits in Minnesota 
(USA). Gupta and Nagadevara (2007: 387) report an increase of the 'hit rate' of up to 3.5 times compared to 
random audit selection of VAT returns in India. Wu et al. (2012: 8777) claim an improved accuracy compared 
to a manual process in Taiwan. Da Silva, Carvalho and Souza (2015: 227) conclude that results are very 
promising for the tax administration, when studying audit selection for tax refunds in Brazil. In spite of these 
successes, analytical techniques for audit selection are still often used in isolation and not fully embedded in 
the supervision processes. 

2.3 Managerial literature on analytics  

Analytics has received much attention in the managerial literature since the appearance of the book 
‘Competing on Analytics’ (Davenport and Harris, 2007). Davenport and Harris point out that analytics is more 
than a mere collection of techniques; by adopting a strategy of incorporating these techniques consistently in 
decision making processes, a competitive advantage can be created. Since then, the managerial aspect of 
analytics has been the subject of many articles. Many of the findings and developments on the managerial 
aspect, along with some concrete examples, can be found in the subsequent books of Davenport (Davenport, 
Harris and Morison 2010 and Davenport, 2014). Recently, review articles have been appearing, reviewing the 
managerial literature on analytics for sectors like Supply Chain Management (Wamba and Akter, 2015) or E-
commerce (Akter and Wamba, 2016).  Coverage of analytics in government has been relatively weak.  

3. Practical Experiences with Analytics 

In this section practical experiences with analytics are discussed. General experiences of tax administrations, 
based on the results of an OECD survey, are discussed in 3.1. In 3.2 we focus on the experiences in the banking 
and insurance sector, which can be seen as a ‘frontrunner’ in the use of analytics.  

3.1 General experiences of tax administrations 

In 2016 the OECD, Forum on Tax Administration (FTA) issued the report Advanced Analytics for Better Tax 
Administration (OECD, 2016), which provides practical examples of how tax administrations are currently using 
advanced analytics. OECD describes ‘Advanced analytics’ as “the process of applying statistical and machine-
learning techniques to uncover insight from data, and ultimately to make better decisions about how to deploy 
resources to the best possible effect”. Especially the use of statistical techniques to make inferences about 
cause and effect is interesting for those tax administrations that apply a Compliance Risk Management 
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strategy in which they try to influence taxpayer behaviour to comply with fiscal rules. The report states that 
advanced analytics is proving an extremely valuable tool in improving tax administration effectiveness, 
meaning that it allows tax administrations to achieve its goals (as e.g. a higher level of compliance) in a better 
way compared to the situation not using advanced analytics. The report however does not make any 
assessment and practical examples only limitedly support the proof of this statement. 
 
The OECD report (OECD, 2016) is based upon a survey, which is completed by 16 FTA members, one of which is 
the Netherlands. Areas identified – in which advanced analytics are used – are: audit case selection, filing and 
payment compliance, taxpayer’s services, debt management and policy evaluation. According to the survey 
Australia, Ireland, New Zealand, Singapore, the United Kingdom and the United States use advanced analytics 
in all areas mentioned. The Netherlands uses advanced analytics in audit case selection and debt management. 
Almost all respondents appear to use advanced analytics to improve audit case selection. In the other areas 
the use of advanced analytics seems to be less (structurally) used. Unfortunately, the survey is less specific 
about the extent of applying analytical activities; are we observing isolated analytical applications or is 
analytics fully embedded in the culture of the organization?    
 
The OECD report (OECD, 2016) concludes that in the normal day-to-day work tax administrations are 
constantly making predictions and coming to conclusions about the likely impact of their activities. Advanced 
analytics – in the opinion of the OECD - does not aim to achieve anything fundamentally new, but it seeks to 
carry out these same tasks with more reliance on data and less on human judgment.  
 
Currently the focus of most tax administrations seems to be more on efficiency of processes rather than 
effectiveness of supervision. Most tax administrations that use advanced analytics for audit case selection 
seem to aim to improve the identification of tax returns or refunds/claims that might contain errors or be 
fraudulent. In terms of using ‘predictive’ analytics the current way of working does therefore seems to 
‘predict’ that a tax return contains a problem, but not (yet) seems to be able to anticipate likely problems.  

3.2 Practical experiences in banking and insurance 

Analytical techniques entered the banking and insurance sectors relatively early - in the late 90's. Simple 
predictive models like logistic regression or decision trees were used to address marketing problems like 
mailing selection, cross- and up-selling, credit scoring, and improving customer retention (Linoff and Berry, 
2011). Simple cluster analysis techniques were used to partition clients into homogenous groups. Also in this 
period, the first successful application of neural networks in the banking sector took place: the Hecht Nielsen 
Company developed a system for detecting fraud with credit card transactions, (Hassibi, 2000).  
 
Over time the usage of analytics in banking and insurance has been expanding, resulting in better 
management of data, more powerful data analysis tools, and automation of typical analytical tasks like data 
pre-processing, model building, and model maintenance. However, the main areas of applications of analytical 
techniques have not changed: marketing, fraud detection and risk management. It is estimated that currently 
in the banking sector the ratio of advanced analytics to basic business intelligence, meant as analyzing 
historical data with data warehousing methods, is like 72% to 28% (Kumar et al., 2016: 20). 
 
Recently, banking and insurance sectors apply analytics to risk adjusted pricing, where the objective is to 
determine the price of a loan or an insurance policy according to the estimated risk of the individual client. 
This approach, due to some controversies around it, like privacy issues, is still not very popular (Acebedo and 
Durnall, 2013). For example, some insurance companies offer so-called "user-based" car insurance, where the 
insurance fee is determined by the driving style that is measured by dedicated devices installed in a car (Lieber, 
2014). Insurance companies also use more and more social media like Facebook or Twitter to detect fraud by 
comparing client's claims to the information the client makes publicly available (Shane, 2016).  

4. Analytics for taxpayer supervision  

In this section we look more closely how analytics can contribute to taxpayer supervision when tax 
administrations are applying a Compliance Risk Management approach. In 4.1 a brief explanation is given of 
various activities that tax administrations apply in taxpayer supervision. Subsequently, the technical side of 
analytics is unraveled in 4.2 by providing an overview of modern analytical techniques. Next, in 4.3, activities 
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and techniques are mapped onto each other, leading to our first findings. Finally, in 4.4, a roadmap for 
applying analytics in taxpayer supervision is sketched.  

4.1 Activities in taxpayer supervision  

Modern taxpayer supervision is designed according to a so-called Compliance Risk Management approach. The 
objective of applying Compliance Risk Management is to facilitate management of the tax administration to 
make better decisions. The Compliance Risk Management process helps to identify the different steps in the 
decision-making process. The five major steps are (EC, 2010: 8): risk identification, risk analysis, prioritization, 
treatment and evaluation. The first step, risk identification, aims to identify specific compliance risks that a tax 
administration encounters. Compliance risk is here understood as a risk of a taxpayer failing to comply with 
the obligations of the tax law. In the second step, risk analysis, the impact of the identified risks is assessed. 
Moreover, the causes of the risks are examined. In the third step, prioritization, decisions are made about 
supervision activities that match the causes of the identified compliance risks/taxpayer behaviour. 
Prioritization is needed since resources for treating risks are scarce. In step four, treatment, execution of an 
agreed approach takes place. In step five the effects of the treatments (and policies) are evaluated to improve 
future decisions.  
 
In general, different organizational units within a tax administration perform the activities related to these five 
steps. Table 1 shows the steps and the organizational unit that could perform the related activities.  

Table 1: Main steps in compliance risk management and typical departments involved 

Steps in Compliance 
Risk Management 

R
isk 

identification 

R
isk A

nalysis 

P
rioritization 

T
reatm

ent 

E
valuation 

Department involved Staff Staff Management Operations Staff 

 
If each of the five steps contains activities that can be supported by analytics - to a varying degree - a 
comprehensive, analytical approach to taxpayer supervision will not be restricted to one particular 
organisational unit within a tax administration. In table 2 we will have a more detailed look at the activities in 
the various stages. 
 
Table 2 lists the main activities for each step following the EU and OECD guides on Compliance Risk 
Management (EU, 2010) and (OECD, 2004a), and classifies the activities according to the estimated value of 
analytics to them. The classification is based upon an estimation made by the authors based upon their 
experience. Limitations arise, as a complete overview of activities is not available. Moreover activities are not 
weighted in relation to importance for Compliance Risk Management.  

Table 2: Activities in taxpayer supervision that can be supported with analytics  

(H = High, M = Medium, L = Low) 

Step Activities supported by analytics Activities with (almost) no role for analytics 

Level of 
activities 
supported 

Risk  
Identification 

Horizon scans Society support  

M 

Random audits New legislation 

Identify new risks from data Information from other tax administrations 

Segmentation of taxpayers Third party information 

Detecting Fraud Signals from the shop floor 



The Electronic Journal of e-Government Volume 15 Issue 1 2017 

www.ejeg.com 24 ©ACPIL 

Step Activities supported by analytics Activities with (almost) no role for analytics 
Level of 
activities 
supported 

Risk Analysis 

Quantify risks with in-house or external 
data   

H 

Hit rate scoring   

Random audits   

Tax gap estimations   

Trend analysis   

Root-cause analysis   

Estimating costs of treatment   

Prioritization 

Calculating human and other resources Assessing political and social effects of risks 

L Optimizing resource allocation Developing criteria to prioritize 

  Matching causes (of risks) and instruments 

Treatment  

Easy contacts Risk transfer to other parties 

L-M 

Desk audits Changing legislation 

Field Audits Consultation and agreements 

Administrating in the cloud Fiscal education 

Real-time checking of tax returns on 
risks and inconsistencies 

Understandable legislation, tax returns and 
support information 

Pre-filled tax returns Advance ruling 

  Inventing new treatment options 

  On site visits 

Evaluation 

Outcome measurement Plan evaluation 

M 
Experimental Design of evaluation Process evaluation 

  
 
Looking at table 2, it seems safe to state that in all stages of the Compliance Risk Management approach 
analytics can play a role. A substantial number of activities, especially in risk identification, risk analysis and 
evaluation can be supported by analytics. It is also noteworthy to observe that for a substantial number of 
activities analytics (currently) does not seem to have an added value.  
 
A common misunderstanding is that analytical algorithms can solve business problems autonomously. 
According to Daniel Larose (2005: 4), this misunderstanding is partly caused by software vendors that, ‘… 
market their analytical software as being plug-and-play out-of-the-box applications that will provide solutions 
to otherwise intractable problems without the need for human supervision or interaction’. In reality, analytical 
experts are needed to guide the computer algorithms. Moreover, domain experts are crucial for drawing right 
conclusions from the output of the techniques. For instance, in risk identification, analytics does not come up 
with a fiscal risk directly. It mostly points to irregularities that might lead to a new fiscal risk when studied by a 
domain expert. Therefore, it is essential to realize that analytics will always need to depend on support of 
human experts. 
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4.2 Classes of analytical techniques  

In this section, analytical techniques are grouped by the task they perform. The grouping is a result of 
comparing several categorizations found within textbooks covering applications of analytics (Federer, 1991; 
Cramer, 2003; Linoff and Berry, 2011; Larose, 2005; Liu, 2007; Leskovec, Rajaraman and Ullman, 2014). In 
order not to get lost in details, we have merged some classes of analytical techniques. This holds especially for 
‘descriptive statistics’ and ‘mining new data sources’. As a result, we distinguish the following ten major classes 
of analytical techniques that are frequently seen in taxpayer supervision:  

Table 3: Overview of classes of Analytical techniques 

Classes of analytical techniques 

1. Descriptive statistics 6. Time series analysis 

2. Experimental design 7. Anomaly detection 

3. Hypothesis testing 8. Recommendation systems 

4. Predictive modelling 9. (Social) Network analysis 

5. Cluster analysis 10. Mining new data sources 

 
(1) Descriptive statistics. Techniques used for descriptive statistics provide basic insights by calculating simple 
summary statistics, visualizing data, or eliminating non-informative data. The latter is often called data 
reduction, or feature extraction. These techniques can be highly effective, despite their simplicity, and are 
broadly applicable. Typical techniques in this class are the construction of frequency tables or computing 
means and standard deviations. Also plotting histograms, bar charts and scatterplots are frequently employed. 
Factor analysis is a popular technique for data reduction (Federer, 1991: chapter 9 and 10; Cramer, 2003: 
chapter 2). In taxpayer supervision descriptive statistics are used e.g. for determining the number of non-
compliant taxpayers and the amount of lost money due to (compliance) risks. 
 
(2) Experimental design. To gain specialized knowledge, surveys and experiments are often needed. 
Experimental design techniques assist in setting up experiments that gain maximal knowledge, while limiting 
the number of observations to be examined. Typical techniques include sampling designs and designs for 
controlled experiments, such as block designs (Federer, 1991: chapter 7). In taxpayer supervision experimental 
design can help to design random audit programs that provide more information on risks of a whole 
population by auditing a sample of taxpayers of that population. Another application is to design an 
experiment in which taxpayers are exposed to different treatments to find the most effective treatment. 
 
(3) Hypothesis testing. Hypothesis testing is used to test whether an assumption (for instance about the 
behavior of a group of taxpayers) is supported by the data. In taxpayer supervision this often means checking 
prior assumptions of experts concerning risks. Typical techniques include statistical tests like the Chi-square 
test, the F-test (implicitly used in ANOVA), or some non-parametric tests.  
 
(4) Predictive modelling. Predictive modelling is used to predict a characteristic (called ‘target’) of a taxpayer or 
a tax return, with help of a model. For example, in case of tax returns, this characteristic is often defined as 
true or false, depending on whether the tax return contains a particular error or not. The model is 
automatically generated by a computer algorithm based on a systematic examination of historical cases with a 
known target. An analyst selects a suitable algorithm and sets the parameters of the algorithm. Some well-
known modelling techniques are decision trees, logistic regression, discriminant analysis, k-nearest 
neighbours, neural networks, support vector machines, and random forests (Hastie, Tibshirani and Friedman, 
2008: chapter 2)..  
 
(5) Cluster analysis. Techniques for cluster analysis are used to group similar taxpayers or tax returns. This 
grouping gives more insight and allows tailored supervision approaches. Frequently used clustering techniques 
include K-means, BIRCH, and DBSCAN (Cramer, 2003: chapter 4; Liu, 2007: chapter 4).  
 
(6) Time series analysis. Techniques for time series analysis are applied to find patterns in measurements that 
are registered periodically. For instance, techniques can be applied to find a trend or a seasonality impact 
within monthly sales that are reported in tax returns. Typical techniques are ARMA, ARIMA, or Kalman filters.  
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(7) Anomaly detection. Anomaly detection aims to find unexpected observations or events that deviate 
significantly from normal patterns. In taxpayer supervision these unusual patterns can lead to the detection of 
fraud, but anomaly detection can also be used to find unknown risks. Often anomaly detection proceeds by 
first modelling normal behaviour (by applying predictive modelling techniques or cluster analysis) and 
subsequently defining a measure (‘distance’) of abnormality to identify anomalous observations. A classical 
technique in tax administrations and accounting is Benford's law.  
 
(8) Recommendation systems. Recommendation systems recommend new products to customers based on 
the analysis of implicit or explicit preferences of these customers, reflected in their buying behavior or ratings 
they give to products. This field has grown substantially with the rise of e-commerce. Recent techniques that 
can construct recommendation systems are collaborative filtering and matrix factorization (Linoff and Berry, 
2011: chapter 9; Leskovec, Rajaraman and Ullman, 2014: chapter 9). Another well-known technique for 
constructing simple recommendation systems is the A-Priori algorithm (Leskovec, Rajaraman and Ullman, 
2014: chapter 6). Techniques from recommendation systems are not yet applied in taxpayer supervision, but 
could be helpful for improving taxpayer services or gaining insight in combinations of risks.  
 
(9) (Social) Network analysis. Techniques used for network analysis can be applied to extract information or 
risks from a (social) network of a taxpayer. Applications are found in fraud detection, among others, where the 
network of a fraudster can reveal new fraudsters. Network analysis is also applied when analysing social media 
or complicated legal structures of businesses (Liu, 2007: chapter 7; Leskovec, Rajaraman and Ullman, 2015: 
chapters 5 and 10).  
 
(10) Mining new data sources. Last decade, the machine learning community has put considerable effort in 
extracting information from data sources that are not typically organized in databases or surveys. Examples 
are collections of documents, images, webpages, twitter accounts, and recorded speech. Special techniques 
have been developed to tackle these new data sources (Liu, 2007: chapter 6; Leskovec, Rajaraman and Ullman, 
2014: chapter 3). In taxpayer supervision these techniques may be used for instance to find unregistered 
Internet companies.  
 
Note that the (classes of) techniques above often require data preprocessing techniques, like data warehouse 
technology.  

4.3 Matching supervision activities and analytical techniques  

The classes of analytical techniques from section 4.2 can be mapped onto the supervision activities of section 
4.1, resulting in table 4. The table is constructed by carefully questioning whether a class of analytical 
techniques can contribute to each supervision activity. This mapping is constructed based on practical 
experiences from the NTCA or known applications in related fields such as marketing or fraud detection. 
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Table 4: Mapping of (classes of) analytical techniques onto tasks of taxpayer supervision. 

Supervision activities and classes of 
analytical techniques 

D
escriptive statistics 

E
xperim

ental design 

H
ypothesis testing 

P
redictive M

odelling 

C
luster analysis 

T
im

e series analysis 

A
nom

aly detection 

R
ecom

m
end. S

ystem
s 

(S
ocial) N

etw
ork A

nalysis 

M
ining new

 data sources 

1. Risk Identification                     

Horizon scans X   X     X X     X 

Random audits X X X               

Identify new risks from data X         X X     X 

Segment the population of  taxpayers X     X X           

Detecting fraud       X     X   X   

2. Risk Analysis                     

Quantify risks with help of in-house or 
external data 

X                   

Hit rate scoring     X X             

Random audits X X X               

Tax gap estimations X X   X   X         

Trend analysis           X         

Root-cause analysis X X X               

Estimating costs of treatment X                   

3. Prioritization                     

Calculating human and other resources X                   

Optimizing Resource allocation X     X             

4. Treatment                     

Easy contacts X     X X     X   X 

Desk audits X     X     X       

Field Audits X     X     X     X 

Real-time checking of tax returns     X X X X X X     

Pre-filled tax returns X                   

Administrating in the cloud       X     X     X 

5. Evaluation                     

Evaluation analysis     X X             

Experimental design of evaluation   X                 

 
Descriptive Statistics is the most applicable class of techniques in taxpayer supervision, according to table 4. 
This corresponds with practical experience that a smart summary of the raw data can offer already important 
insights. Predictive modelling ranks second. Predictive modelling techniques derive their strength from 
generalizing precious information, typically available for a small group, to all taxpayers. Think for instance 
about certain information about non-compliance that is only known for audited cases. 
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4.4 A roadmap for analytics in compliance risk management 

Davenport and Harris sketch five developmental stages of an analytical business: (1) analytical impaired, (2) 
localized analytics, (3) analytical aspirations, (4) analytical companies, and (5) analytical competitors  
(Davenport and Harris, 2007). These stages are to a large degree recognizable for tax administrations, although 
tax administrations lack the competitive framework of businesses. 
 
(1) The first stage, ‘analytically impaired’, is characterized by businesses making decisions based on intuition 
only. Data is generally missing or poor and not integrated at this stage, and analytical processes are lacking. 
Stage one is recognizable for some tax administrations in developing countries where basic administrative 
processes of the government (company/citizen/property administration) are not in place yet or data is not 
available in digital form. According to Davenport, Harris and Morison (2010: 185-186) a business can overcome 
stage one by targeting ‘low hanging fruit’, i.e. identifying small-scaled projects that show business potential. In 
taxpayer supervision one may think about finding and testing basic audit selection rules for a risk for which 
data can be made available. Another possibility is acquiring and matching third party data with data of the tax 
administration. At the taxpayer service side, one may start with registering and analyzing the type of questions 
that arise by taxpayers to get a better understanding on bottlenecks they experience.   
 
(2) The second stage, ‘localized analytics’, is characterized by autonomous analytical activity by individuals or 
disconnected teams within a business. Business wide agreement on definitions is generally missing, so 
‘multiple versions of the truth’ may exist. In niches however, isolated analysts might have achieved some nice 
tactical results. Nowadays many tax administrations are in this stage, which may be caused by decentralisation 
combined with a large number of employees within tax administrations. In such a setting, a strong effort from 
senior executives is needed to create a cohesive system of analytical activities. This is in agreement with the 
observation of Davenport and Harris (2007: 114). At the moment, however, interest in analytics of senior 
executives in tax administration is growing in many countries.  
 
(3) The third stage, ’analytical aspirations’, can be achieved by building business consensus around analytical 
targets, starting to build a business analytical infrastructure, create a business vision on analytics, target 
business processes that cross departments, and recruit analysts (Davenport, Harris and Morison, 2010: 185-
186). Many of these transitional activities have been observed in the previous years in tax administrations like 
in the United Kingdom and The Netherlands. The third stage is characterized by coordinated analytical 
objectives, separate analytical processes, analysts in multiple areas of business, early awareness and support 
of analytical possibilities among executives, and a proliferation of BI-tools. For taxpayer supervision this stage 
means that at least some activities mentioned in table 4 are supported by analytics. By integrating external 
data, establishing business governance of technology and an analytical architecture, engaging senior leaders, 
working with main business processes, and developing relationships with universities and associations, the 
fourth stage can be reached.  
 
(4) In the fourth stage, high quality data is in place as well as a Business Information plan. Some analytical 
processes have been embedded in the business processes, and broad executive support is in place.  Change 
management is applied to build a fact-based culture. In this stage, most of the supervision activities mentioned 
in table 4 are supported by analytics. Moreover, analytics does not only bring insights into taxpayer 
supervision, but it is also structurally embedded in the compliance risk management strategy. For example, 
identification of compliance risks and analysis of trends as well as root-cause analysis takes place structurally, 
per segment of taxpayers, enabling a tax administration to match the results with the appropriate treatment 
per (group of) taxpayer(s).  
 
(5) The fifth stage is characterized by deep strategic insights, fully embedded analytical applications, highly 
professional analysts, a CEO with passion for analytics, a broadly supported fact-based and learning culture 
and a business wide architecture. No tax administration has yet reached this stage, and it might not be the 
ambition of all tax administration to develop analytics to this extent.   
The transition from the second stage to the third stage is probably the most interesting for tax administrations. 
We now present a case study that highlights issues involved in such a transition. 
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5. Case Study: VAT refund risk model  

The Netherlands Tax and Customs Administration (NTCA) receives numerous VAT refunds requests annually. 
These requests, if approved, result in a payment of the NTCA to a taxpayer. All VAT refunds are automatically 
checked against risk rules to select risky VAT refund requests. If the risk rules flag a VAT refund as risky, a 
manual inspection follows.  
 
In 2014, the NTCA started a project aiming at replacing current risk rules – designed by domain experts – by a 
risk model, constructed by applying predictive modelling techniques. Both the old risk rules and the new risk 
model take advantage of domain knowledge and available data. The main difference however, is that with the 
old risk rules hypotheses about risky features emerged in the minds of domain experts. With the new risk 
model, these hypotheses are generated by a computer algorithm and subsequently tested on historic data. 
Although many of the hypotheses generated by the computer algorithm could be of inferior quality compared 
to hypotheses of the domain experts, the computer is able to generate much more hypotheses (and more 
complex ones). The subsequent testing of these many hypotheses on historic data could show some 
hypotheses that might outperform the old risk rules.   
  
Before the start of the project, some important developments had taken place in the NTCA. The government 
of the Netherlands approved a program to address structural issues in the operating model of the NTCA, called 
Investment Agenda (IA). The aim of the IA is providing the necessary response to changing taxpayer’s 
expectations and major technological developments. Within this context a general trend towards 
centralization had started. Moreover, an awareness of the potential of analytics among a small group of senior 
and middle management had spread. The IA made it possible to invest in analytics in a time of budget cuts. A 
small department (‘Data & Analytics’) was created that had to work on realizing ‘data fundaments’ and that 
started several projects, among them the VAT refund project.   
 
The VAT refund project consists of four stages; exploration phase, lab phase, pilot phase, and full 
implementation phase. Each phase is separated by a go/no go decision, taken by a steering committee 
involving senior management. Currently (2016) the project has almost completed its pilot phase.   
 
The exploration phase aimed at estimating the financial benefits of the project, the impact on processes, the 
required changes in ICT and the required efforts of analysts. This phase was followed by the lab phase, where 
an operating risk model was developed within three months, assisted by an external consultancy firm.  
Although this first risk model showed promising results on historic data, it was not mature enough to be 
applied in operations. In the exploration and in the lab phase approximately three analysts of the NTCA were 
involved. They formed the development team.     
 
After the lab phase, the pilot phase started. The aim of this phase was to adapt the risk model that was 
developed in the lab phase and to test it in practice. Two of in total nineteen local tax offices were appointed 
to carry out the pilot. In this phase, the development team (now four analysts) was extended with some (VAT) 
process experts. Moreover, a small production team (two people) was formed with the task of streamlining the 
initial (not very efficient) code to make it suitable for running in production on a daily basis. Also, a pilot 
support team was formed (two people) to support the two pilot locations on the job. 
 
It took three pilots of each three months to come to a risk model that was able to deliver the expected results. 
In the first pilot, for example, it was noted that although the risk model was good at selecting VAT refunds that 
contained an error, the selected cases appeared to be merely VAT refunds that contained small amounts. In 
the second pilot the model was adjusted to select VAT refunds that contained errors, in which substantial 
amounts of money were involved. At the end of the pilot phase the ICT department became involved because 
the pilot showed that introducing a new workflow system could further optimize the VAT refund supervision 
process.  
 
During the pilot phase some unexpected side results were obtained as well. For instance, the riskiness of VAT 
refunds appeared to deviate substantially between the two pilot locations. This suggested to shifting part of 
the workload from one location to the other. Some insights could lead to process changes and some gave 
directions for follow-up projects. 
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6. Conclusions and points for discussion 

6.1 Conclusions on how analytics contributes to Compliance Risk Management 

Analytics seems to be a serious candidate for making taxpayer supervision more efficient and more effective. 
To answer the research question how analytics contributes to a Compliance Risk Management approach, the 
terms ‘analytics’ and ‘compliance risk management’ were decomposed into underlying analytical techniques 
and supervisory activities. Mapping the analytical techniques to the supervisory activities in the various stages 
of a Compliance Risk Management approach showed the potential for taxpayer supervision. Nevertheless also 
a substantial number of activities that (currently) hardly could be supported by analytics was found. Our 
inventory table 2 suggests that for taxpayer supervision about half of the activities can be supported by 
analytics. Based upon this inventory it could be argued that governmental activities can be split into those that 
can be improved by applying analytics and those that cannot. 
  
Although the OECD survey gives practical examples of applying analytics for audit case selection, filing and 
payment compliance, taxpayer’s services, debt management and policy evaluation, the focus currently seems 
to lie on improving selection for tax auditing (higher hit rate, more revenue). Our case study supports the idea 
that audit selection can be substantially improved with analytics. However, there is a risk in paying too much 
attention to audit selection with analytics. An increasing attention for analytics may implicitly shift the balance 
(between prevention and repression) that is needed in a Compliance Risk Management approach from 
prevention to repression. This effect may occur since applications of analytics on the repressive side (e.g. audit 
selection) currently are more mature compared to applications on the preventive side (e.g. improving 
services). The effect may be cancelled by putting more efforts in developing preventive applications.  
 
If we combine the five developmental stages of an analytical business: analytical impaired, localized analytics, 
analytical aspirations, analytical companies, and analytical competitors with the results of the OECD survey, it 
seems that most tax administrations are still in an early stage of development of applying advanced analytics 
for Compliance Risk Management, although some tax administrations state that they broadly apply analytics. 
However, it is not clear from the OECD survey to what extent these administrations apply analytics 
structurally.  
 
Analytics in our opinion does not achieve anything fundamentally new when it comes to type of activities 
carried out by a tax administration. However, analytics could improve the foundation for a Compliance Risk 
Management approach, leading to more rational decisions made by management of a tax administration. 
Analytics, from that perspective, complements Compliance Risk Management being a modern strategy for 
taxpayer supervision. Especially when tax administrations succeed in using statistical techniques to draw 
predictions and make inferences about cause and effect, analytics will have an added value for Compliance 
Risk Management - influencing taxpayer behaviour to comply with the rules. Before we really can confirm that 
analytics is not only more efficient but also more effective for Compliance Risk Management, a proof is needed 
and therefore tax administrations are urged to measure the impact of their (analytical) activities. 

6.2 Discussion points 

Although ‘analytics’ is a promising candidate for improving efficiency and efficiency of the administration of 
taxes, this paper also shows that in general ‘analytics’ is in a developing stage with regard to the applicability 
for tax administrations. Still a lot of issues arise that need further discussion: e.g. with regard to the 
‘autonomy’ of analytics, the scope (or limits) of analytics and privacy aspects.  
 
(1) For supporting supervisory activities with analytics, cooperation seems to be necessary between various 
staff: analysts, people from the shop floor, process experts and experts in supervision. Analysts need to 
understand the data and processes by talking with domain experts to avoid serious mistakes. Moreover, 
experts are needed to judge the (initial) analytical results. Cooperation between analysts and experts is 
needed in any stage, but is indispensable in the initial, developmental stage. 
 
(2) An obvious limitation of analytical techniques is that one cannot get insights out of data that are not 
present in the (historical) data. This occurs e.g. when risks related to new legislation pop up. These risks will 
not be detected by analytical techniques that base themselves on data of the past. However, even without 
new risks, a certain limit in predictability always exists in data. In statistics and machine learning this is termed 
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the irreducible (prediction) error. This limit on predictability shows itself most clearly, when we observe two 
taxpayers with identical database records (not containing data on level of compliance), one behaving 
compliant while the other does not. We cannot expect a computer algorithm to distinguish these cases, as 
these taxpayers are identical from the computer’s viewpoint. Unfortunately, the irreducible error can be quite 
considerable in many taxpayer supervision applications, limiting the predictability. However, we should not 
forget that improving predictability with a few percentage points already can be very advantageous for the 
efficiency of tax administrations dealing with huge amounts of money. 
 
(3) Privacy issues and ethical issues are of concern when applying analytics in a tax administration context. 
Important guidelines on these issues within the NTCA include making a clear purpose specification that is in 
line with the right legal basis before starting an analysis. Moreover data used should be proportional to the 
stated purpose. Some characteristics like religion, race, political preference and health, among others, are 
explicitly excluded from an analysis. The research community is also researching methods that allow data 
analysis, while preserving the privacy of individuals (Haddadi et al, 2012). This field is known as ‘privacy 
preserving data mining’. Although some algorithms have been proved to preserve the privacy, care should still 
be taken to manage the whole process adequately.  
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Abstract: E-government implementation has received extra attention as a new way to increase the development of a 
country. International organizations such as the ITU and the United Nations provide strategic guidance to overcome the 
challenges of ICT use. Yet, the development of ICT use in developing countries is still very low. Researchers are contributing 
to support successful implementation with models and theories that conceptualize the complex situation. 
  
This paper extends the DPSIR-based e-government conceptual framework into the direction of implementation strategies. 
The main focus is on improving stakeholder involvement during requirements engineering. Object Role Modeling (ORM) 
was used (1) to develop a semi-natural language (controlled language) that is understandable both for domain 
stakeholders and system analysts and (2) to make a common description of the application domain in this language. The 
proposed model can be used to construct quantitative simulation tools to be used by policy makers. 
 
Keywords: Conceptual data modeling, Object Role Modeling, Manual service, Digital Service, DPSIR, Zanzibar 

1. Introduction 

Over the last decade, a lot of effort has been made to improve the use of Information and Communication 
Technology (ICT) in developing counties. International organizations such as the International 
Telecommunication Union (ITU) and the United Nations provide strategic guidance to overcome challenges of 
ICT use. Capacity building has been used as a strategic means to share ICT knowledge through the national and 
international community (ITU, 2016). Yet, the development of ICT use in developing countries is still very low.  
Many projects have been established but few have been successful (Heeks, 2006). As a result, the 
development of ICT deployment does not meet the expected goals, especially in developing countries. 
Currently there is huge difference of ICT setting compared to the world average. Data shows that internet 
penetration in developing countries (7% of the households) compares low to the world average 46% (ITU, 
2015). Studies show that failures are caused in particular by insufficient customer requirements and project 
specification (Tohidi, 2011 ; Montequin et al., 2014). Also, requirement engineering is largely ignored in the 
development of e-government solution (Alexandrova, Rapanotti and Meehan, 2011). Both findings are strongly 
related to insufficient stakeholder involvement during the initial phase of project implementation (Elkadi, 2013 
; Montequin et al., 2014). As a result, the projects do not conform to requirements and lead to slow down e-
government development efforts (Yonazi, 2010). 
 
Stakeholder involvement has a great influence on the success of any government project (Elkadi, 2013 ; 
Montequin et al., 2014). Citizen, government, ICT infrastructure, deployment and services are correlated 
components that have an important contribution to e-government implementation (Khamis and van der 
Weide, 2016). Indeed, designing, deploying and evaluation of correlated components are very important in 
understanding the context especially in e-government initiatives (Yonazi, 2010). Khamis and van der Weide 
(2016) have described causal relations between these components using the DPSR (Driver, Pressure, State, 
Impact and Response) framework. 
 
In this paper we focus at the improvement of stakeholder involvement in requirements engineering. We 
extend the e-government based conceptual DPSIR framework (EEA, 2007) into the direction of implementation 
strategies by defining a conceptual framework and a related conceptual language. We apply Object Role 
Modeling (ORM) (Hofstede, Proper and van der Weide, 1993; Halpin, 1998) for this purpose, since the main 
goal of Object Role Modeling is (1) to develop a semi-natural language (controlled language) that is 
understandable for both stakeholders and system analysts and (2) to create a common description of the 
application domain in this language. This common language is described by the so-called information 
grammar; the resulting description is called the requirements document. However, many modeling 
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approaches have been deployed to support e-government development. Yet the need to find better method 
to reduce project failure is still needed. Our intention is the application of the ORM model to construct 
quantitative simulation tools to be used by policy makers.  
 
When focusing on some particular point of view defined by some policy maker, we can introduce a conceptual 
base for the resulting conceptual subspace (van der Weide, Tulinayo and van Bommel, 2016). Then we extend 
the causal relations coming from the overarching DPSIR model with more concrete causal relations. These 
causal relations describe the quantitative behavior of the dimension of the conceptual base. In the System 
Dynamics approach, the causal relations describe relations between the partial derivates of the various 
dimensions. 
 
The layout of this paper is as follows. A literature review provided in Section 2. In Section 3 we describe the 
theoretical basis deployed in this study; we go into more detail about modeling since this is the main research 
method to be used in this paper. Section 3 presents the informal domain description as the requirement 
document for e-government. The e-Government conceptual model follows in Section 4. We conclude this 
paper in Section 5.  

2. Literature review 

Various dimensions may be considered to achieve a successful e-government deployment. On the basis of 
these dimensions, various models have been developed for e-government. For a better understanding of e-
government implementation two main approaches may be considered; (1) (retrospective) models developed 
to learn from the failures of existing projects (Mbale and Staden, 2010  ; Rawas, 2010 ; Vuksic, Pozgaj and 
Milanovic, 2010) and (2) (prospective) models developed to give guidance to the implementation process 
(Altameem, Zairi and Alshawi, 2006 ; Napitupulu and Sensuse, 2014 ; Choi et al., 2016). Both approaches have 
a significant impact in e-government implementation and success. 
 
Lessons learned so far indicate that conceptualization is a dominant factor for successful e-government 
deployment. The conceptualization method aims to provide precise and unambiguous representation of the 
real world into a design representation. The quality of conceptual design depends on the quality of the 
requirement analysis. Similarly, the quality of conceptual design is influenced by the quality of the conceptual 
modeling method (Moody, 2005). Both requirements and modeling approach contribute to obtaining a better 
conceptual design. In ORM conceptual modeling, the requirements analysis process is structured using a semi-
natural language approach. This approach results in a common understanding by the domain expert and the 
system analyst in providing a correct and complete requirement document of the application domain (Halpin, 
2015). Other modeling methods such as Unified Modeling Language (UML) and Entity Relational Database 
(ERD) have been used mainly to build online applications that describe the database schema of computer 
system (Sondheimer et al., 2003). However, ORM modeling is more stable compared to other approaches with 
its unique feature of using fact oriented notation. The fact oriented approach creates a communication link for 
both technical and non-technical stakeholders.  
 
The ORM modeling describes how its underlying conceptual space is organized. However, its implementation 
in e-government development in general is not yet practical. But, it has been used in many complex 
applications. For example, it has been used to build urban metrological model for estimation of possible wind 
acceleration along canyons (Samsonov, Konstantinov and Varentsov, 2015). Tulinayo, van Bommel and Proper 
(2011) combine ORM modeling with System Dynamics methods to evaluate the hospital management process 
of pregnant women during the dilation stage from admission to discharge. Similarly, Ssebuggwawo, 
Hoppenbrouwers and Proper (2010) combine two meta models (Rules, Interactions and Models (RIM) 
Framework and Multi-criteria decision analysis (MCDA) method and link these models as a blue print to 
analyze and evaluate the deep structure of collaborative modeling using ORM  design.   
 
Besides, other models were developed to add strength to e-government implementation. Altameem, Zairi and 
Alshawi (2006) developed a model for successful e-government implementation. The model considers 
governing factors, organization factors, and technical factors in e-government implementation. Governing 
factors influence people’s decision to adopt e-government initiatives. Organization factors objectify machinery 
and engineering during organization setup; technical factors include the infrastructure tools and applications 
required to enable government agencies to participate in e-government adoption. A model describing the 
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dynamics of government service delivery has been proposed by Aagesen and John ( 2011). This model focuses 
on technology affordance, political direction, provided services, administrative interpretation and regulations. 
Then, this model conceptualizes the need of government particularly for the legislation process and its 
underlying politics. 
 
Moreover, maturity model has been used to understand e-government development. Napitupulu and Sensuse 
(2014) have used success factors to evaluate the maturity of e-government implementation. They use analysis 
approach to explore e-government in different dimension. Exploratory Factor Analysis (EFA) and Confirmatory 
Factor Analysis (CFA) were used to explore resources (input), activities (process), values (output) and benefits 
(outcome) factors. However, the maturity model supports the understanding of the current situation in e-
government implementation. Yet, cannot correct implementation failures developed using incorrect 
requirements. Furthermore, Choi et al. (2016) use design-reality gap analysis to assess e-government 
implementation in developing countries. The framework explores success and failures of e-government 
implementation. They introduce the Strategy, Technology, Organization, People and Environment (STOPE) 
framework in combination with Analytic Hierarchy Process (AHP) to bridge the gap between theory and 
practice, and apply their approach on the Indonesian procurement system. Based on the e-procurement case 
study they conclude that ICT infrastructure, legislation, leadership and best practices are the key success 
factors in e-government implementation. Accordingly, it is equally important to understand success factors for 
the sake of e-government implementation success.  
 
In like manner, Mbale and Staden (2010) developed the model HAE bottom up for health, agriculture and 
education (HAE) and used it to assess factors relevant for the initial phase of e-government implementation. 
This model was used to assess developing countries based on a typing of government sectors, in order to 
analyze the eligibility and readiness of establishing an e-government system. It was found that a balanced 
distribution of the basic needs in both urban and rural areas is an important strategy during e-government 
implementation. This model describes the theoretical aspects to understand e-government implementation 
issues. Rawas (2010) uses Actor Network Theory (ANT) to understand information system research, 
underlining local and global network mobilization in the utilization of information systems, and claim that this 
helps when solving e-government problems. Vuksic, Pozgaj and Milanovic (2010) use a theoretical framework 
to examine multiple factors influencing e-government implementation in Croatia. The model helps to 
understand the relationship between goal, objective and the context of the project.  Hence, can be quite good 
to analyze project implementation risks 

3. Theoretical basis 

In this section we first discuss backgrounds of conceptual modeling in general and using Object Role modeling 
in particular. Then we present the requirements document that will be used in the next section to construct a 
conceptual model for e-Governance. 

3.1 Modeling 

An application domain is some part of the real world that has our special attention. An application domain 
comprises a particular point of view on some part of the real world. Sometimes the application domain also is 
referred to as the universe of discourse (UoD) (Halpin, 2015).  We may be an observer of this UoD, or be part 
of this UoD, but our goal will be to be able to understand the application domain and make motivated 
statements about this domain. Understanding the application domain has two aspects. Following Frederiks 
and van der Weide (2006), we assume two roles during the modeling process: the domain experts and the 
system analyst. The domain expert has extensive knowledge of the application domain but is unaware of 
formal methods, while the system analyst is an expert in applying formal methods but is unaware of the 
application domain details. During modeling, a common semi-natural language is defined by the domain 
expert and the system analyst. A query about the application domain, formulated in this common language, is 
answered by domain experts from their knowledge of the application domain. This will be referred to as the 
informal semantics of the common language. The system analyst will answer the query from the data that has 
been recorded about this application domain. This is called the formal semantics of the common language. The 
crucial activity for modeling is to definition of a common language by domain expert and system analyst such 
that informal and formal semantics of this language agree with a high level of certainty. 
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The modeling process starts with a UoD description communicated by the domain expert that is sufficient as a 
first mental model, describing all relevant aspects that are considered relevant by this stakeholder. Then this 
initial model is analyzed by the system analyst into a first formal model. Such a description is written in 
formalized natural language (also referred to as controlled language). The intention is to find an equivalent 
description of that domain, but written in the formal language associated with the modeling technique used 
(Sugumaran and Storey, 2006 ; Halpin, 2015). In the ORM approach, a format for controlled natural language is 
prescribed such that the controlled language description can be seen as a formal model. As a consequence, the 
domain expert and the system analyst can use the same language description both as structured natural 
language description being the model at the same time. We will refer to this document as the requirements 
document. According to (Parnas and Madey 1995), a requirement is anything that is necessary to fulfill certain 
concerns. Requirements may be described in terms of the domain language. The requirements document is 
seen by (Parnas and Madey 1995) as a communication tool used to describe the environment of the 
information system as a set of quantified statements that are of concern to the system’s users. 
 
After this first step, the system analyst and domain expert will have an ongoing discussion in which (1) the 
system analyst validates choices made by asking the domain expert questions that can falsify this choice or (2) 
by asking questions to further explore some aspect of the description so far. This leads to modifications of the 
requirements document. The process stops when both domain expert and system analyst are satisfied (from 
their point of view) with the resulting document. 
 
The requirements document can be seen as a bridge between the informal application domain and a formal 
model. As such, it has to satisfy some properties. Firstly, it should be complete. This means that (1) each 
relevant statement in the UoD can also be expressed in terms of the formal model, and (2) each formal 
statement can be interpreted uniquely in the UoD (Sugumaran and Storey, 2006). Secondly, it should make this 
bridge in a correct way. The requirements document to be a correct and complete description of the UoD is 
the responsibility of the domain expert. The responsibility of the system analyst is that the requirements 
document is correct with respect to modeling technique used. 

3.2 Conceptual Modeling 

Conceptual modeling involves capturing various aspects of the real world, and representing them in the form 
of a model that can be used to communicate about the application domain. It focuses on capturing and 
representing human perceptions of the real world to describe the physical and social world for the purpose of 
understanding and communication.  (La-Ongsri and Roddick, 2015 ; Storey, Trujillo and Stephen, 2015 ; Wang, 
2015). ORM modeling is done by analyzing sample sentences that are generated by domain experts to describe 
their application domain (Frederiks and van der Weide, 2006). These sample sentences are processed by the 
system analysts to extract the elementary sentences that define the information grammar. The modeling 
method uses simple natural language sentences that are comprehensible for both the non-technical domain 
experts and the technical system analysts. As a consequence, this approach improves stakeholder involvement 
during requirements analysis and project specification. As a result, this requirements analysis method is more 
stable than other modeling approaches such as ER modeling (Halpin and Wagner, 2003). 

3.3 Object Role Modeling (ORM) 

Object role modeling (ORM) is a fact oriented approach to modeling and querying information at a conceptual 
level (Hofstede, Proper and van der Weide, 1993 ; Halpin, 1998). It is an attribute free approach which 
structures the conceptual model directly from natural language sentences. This characteristic makes the 
design to more stable compared to other Object Oriented (OO) or Entity Relational (ER) modeling (Halpin and 
Wagner, 2003). For example, Unified Modeling Language (UML) modeling has weak support for constraints, it 
can be ignored or duplicated in more than one objects. OO approach can be used in implementation but not in 
analysis. (Oriol, Teniente and Tort, 2015).  
 
In ORM, an application domain (also referred to as universe of discourse) is modeled as a so-called information 
grammar that describes the basics of the conceptual language used in that domain. An ORM diagram is a 
graphical representation of that grammar. The information grammar not only describes the structuring of the 
information, but will also describe constraints on how the structure may be populated. In formal terms, the 
information grammar may be seen as the signature of a first-order logic theory (Huth and Ryan, 2004), 
together with a set of axioms, derived from the population rules. We will refer to such a logic theory as Object 
Role Calculus (ORC) (Hofstede, Proper and van der Weide, 1993). The associated logic theory is a basis for 
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formal reasoning about the domain that is described by the information grammar. Proof assistants such as the 
Coq Proof Assistant (Gilles et al., 2006), may help policy makers. 

3.4 Domain Specific Languages 

Domain Specific Languages (DSL) have been introduced to narrow the gap between the application domain 
and its implementation (Fowler, 2011). Therefore such languages must satisfy the following conditions 
(Ostermann, 2016): 

1. conceptual proximity: the domain concepts must be proximal to their corresponding language 
concepts 

2. representational proximity: the representation of concepts in the application domain is proximal to 
the representation in the domain specific language. 

Domain specific languages are commonly represented by a meta model that describe the relevant concepts in 
the application domain and their relations. In our approach, the meta-model is described in ORM format. Xtext 
has been introduced as a formalism to describe meta models (Eysholdt and Behrens, 2010), that is the basis for 
a Java framework via Eclipse. In Kameni, van der Weide and de Groot (2016) the transformation of ORM into 
Xtext is described. 

3.5 The Requirement Document for e-Government: the Zanzibar case. 

Zanzibar (Unguja and Pemba Islands) launched an e-government project in 2013 (Telecompaper, 2013). The 
project was designed to encourage government offices to increase efficiency in the use of information and 
communication technology. This project centered on advance communication between Government to 
Government (G2G), Government to Citizen (G2C) and Government to Business (G2B). The establishment of this 
project is an outcome of strategic plan implementation of Zanzibar Strategy for Growth and Reduction of 
Poverty (ZSGRP II) 2010-2015. The aim of this project is to improve economic growth and quality of life. The 
ZSGRP II is a tool that the Revolutionary Government of Zanzibar (RGoZ) uses to deploy and realize the 
Millennium Development Goal. The tool comprises strategies that help RGoZ to strengthen good governance 
and improve living standards. The tool realizes the high contribution of ICT use to achieve the designed 
country goals.  It was clearly stated that, having ICT legal and institutional framework, using ICT in all 
government sectors and increasing access to market information using affordable ICTs, influences social and 
economic development. Accordingly, the introduction of the e-government project in Zanzibar is the result of 
the implementation plan ZSGRP II. 
 
The e-government project involves laying of fiber optic cables all over the country then making connections 
and finally, construction of an e-government data center (Telecompaper, 2013). Laying of fiber cable has been 
completed, and the connections between government offices are currently in progress. RGoZ is the owner of 
the fiber network infrastructure and its accompanying equipment. However, they agreed with Zantel 
Telecommunication Company to support technical operation.   The operation of the fiber cable network has 
been accomplished by RGoZ and a joint agreement with Zantel telecommunication network to provide fiber 
network service. Equipment such as Point of Presence (POP) and Network Operation Center (NOC) are 
installed, monitored, configured, upgraded, and repaired. Failure to operate equipment in a proper manner 
results in equipment response failure towards electronic requests. Each equipment record the date and type 
of operation performed. Zantel follows the existing maintenance plan such as preventive, corrective, adaptive 
and operational to enhance quality service. 
 
Currently, government offices have responded to the ZSGRP II plan. The use of electronic services in 
government offices has been increased especially in administrative work. For example, the Ministry of Health 
uses District Health Information System (DHIS) to record information for both public and private healthcare in 
Zanzibar (Lungo & Igira, 2008). As a result, office staff use ICT technology to produce statistical analysis and 
health bulletin reports each year with less effort compared to previous manual recording.  The existing 
information system helps to manage back office records, yet there is a gap for a citizen system that can react 
to their requests. 
 
Citizen services can be responded to by both staff (human base request) or by automation using ICT tools 
(electronic request). A service performed by a staff is a human service. For this type of service a citizen should 
follow the service to the located office and send or receive a request physically. However, a citizen can also use 
ICT tools to send and receive a service electronically without any staff interaction. Name this service an 
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electronic service. Using electronic services helps to reduce administrative work and increase service 
efficiency. Conversely, human-based requests increase processing and handling time. Changes in processing 
time affects the number of administrative staff required for a particular service. As a result, the budget of 
administrative services fluctuates.  In conclusion, time is an important factor to measure employee 
performance. Government can use this factor to measure the total number of staff required for a specific 
service. The total number of requests received per day describes staff working hours and operating cost 
covered by government. 
 
Infrastructure maintenance and future development is a critical threat. The infrastructure should be upgraded 
and maintained to meet the needs of current and future demands. The fiber cable is described as a core e-
government activity. Sustainability of e-government activities requires an allocated budget to enhance 
implementation of the plan. Failure to maintain the existing investment of fiber cable may result in a huge loss 
to the government and community in general. The described threat has been realized by the State University 
of Zanzibar (SUZA) at Tunguu campus. SUZA was among one of the government organizations who explored 
the benefits of fiber cable network. Unfortunately, the road maintenance at Fuoni road lead to the age of 
some fiber lines which resulted in unexpected network failure at SUZA, Tunguu campus. Currently, Tunguu 
campus uses their old communication (microwave radio signal) which is believed to be slower than fiber cable 
signal. However, encouraging more private companies to invest in the existing fiber network could be 
considered as a source of fund generation and a great opportunity to share operating costs for e-government 
sustainability.  
 
Introducing new technology to the community requires citizen capacity to operate equipment. Citizen capacity 
refers to knowledge of using electronic services. Citizen awareness and readiness is an important phase to 
overcome technological challenge in e-government deployment. It is well known that the community is the 
primary stakeholder of e-government activities. Citizen acceptance of new technology increases the use of 
new technology. Technological change is not a new practice in Zanzibar municipality. Raising awareness among 
citizen users has been experienced and supported by both government and non-government offices. Various 
trainings and workshops have been conducted to equip citizen in various technological problems. For example, 
computer trainings and workshops have been conducted to empower health officers to manage District Health 
Information System (DHIS) (Braa, Heywood and Sahay, 2012).  
 
Transparency, openness and accountability that featured e-government implementation may create 
government officials hampering e-government development efforts. Many developing countries follow 
hierarchical leadership structure. This structure creates an abstraction layer between implementers and 
leaders that limit e-government development efforts initiated by low level officials. However, motivated 
leaders may also get bogged down by bureaucracy and stifling their initial efforts (Matavire, et al., 2010). 
Taking this into consideration as a threat may reduce risks of e-government project failures. 

4. The e- Government Conceptual Model 

Our application domain as described in Section 3.5 is about e-Governance. In this section we introduce a 
conceptual language to explain this application domain. In this application domain we distinguish (1) citizens, 
(2) organizations (such as companies), and (3) governmental offices as major actors. These actors interact by 
(4) services as actions to be exchanged between the actors. Finally we consider the enabling factors, being (5) 
the skills that citizens are supposed to have and (6) the infrastructure supporting the handling of services in an 
ICT automated way.  

4.1 Citizens 

Citizens are the individual entities in our application domain. Formally, a citizen is anyone who has been 
registered in the considered country, thus having a personal identification. The properties that are relevant in 
our application domain for our purposes for citizen are described by the following elementary sentences: 

1. Citizen is identified by Citizen-ID. 
2. Citizen has an Address. 
3. Citizen is employed at an Organization. 
4. Citizen has completed Training. 
5. Citizen uses Equipment. 
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The latter properties provide knowledge about the skill level of the citizens, and the tools that they have 
access to. 
 
In their interaction with the government, citizens require services that are offered by government. In our 
system we want to keep track of service requests, when they were issued, when they were handled, the kind 
of request and relevant details related to the request. A service request is identified by the requesting citizen, 
the kind of service and the time stamp of this request. 

6. CitizenRequest: Citizen requests Service at Time. 
7. CitizenRequest has Properties. 
8. CitizenRequest was replied at Time. 
9. CitizenRequest was concluded at Time. 

4.2 Organizations 

An organization is any grouping of citizens that are recognized as a legal entity by the government. 
Consequently, each organization has been assigned an Organization-ID that uniquely identifies that 
organization.  

4.3 Governmental Offices 

Government organizes its activities via a hierarchically organized office structure. An office is an organizational 
unit dedicated to specific professional activities. For our purposes, it is sufficient to register the services that 
are handled by offices. 

1. an Office is identified by Office-Nr. 
2. Office is sub-office of Office 
3. Office organizes Service. 

It will also be relevant to record the cooperators of each office. A staff member is a citizen who is being 
employed by a governmental organization. 

4. Staff IS citizen being employed by Organization ‘Government’. 

Staff members have a special identification Staff-ID. 

5. Staff is identified by Staff-ID. 
6. Staff works in Office. 
7. Staff has FunctionType. 
8. Staff is paid Salary. 
9. Staff is hired for Nr-Hours. 

Finally, about the office structure we record: 
For our application domain it is important to distinguish between technical and administrative staff. We 
introduce the following specializations of Staff: 

10. TechnicalStaff  IS  Staff having FunctionType ‘technical’. 
11. AdministrativeStaff  IS  Staff having FunctiionType ‘administrative’. 

Technical staff is responsible for the management of the equipment in the office, enabling the proper 
operation of the office, including the monitoring of the services. The administrative staff, on the other hand, 
are responsible for the operation of the office equipment. Therefore we record for both staff groups what they 
can handle: 

12. TechnicalStaff manage Equipment. 
13. AdministrativeStaff operate Equipment. 

Finally, we make explicit the managers of offices: 

14. OfficeManager  IS  Staff having FunctionType ‘manager’. 

4.4 Services 

A service is an action or help of public needs that are provided by government to both citizens and 
organizations (Chelliah et al., 2016). A service may be anticipated by government or by a citizen or 
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organization. Services are defined by the government, and are uniquely labeled by a special service 
identification. 

1. A Service is identified by Service-ID. 
2. Service has Name. 

It will be convenient to introduce a generic term for citizens and organizations: 

3. Customer  GENERALIZES  Citizen, Company. 

We will distinguish between services that are delivered by humans (in the traditional way) and those that are 
being delivered via modern ICT. We will record whether a service is delivered automatically by ICT equipment, 
and use that relation to partition the services: 

4. Service is delivered automatically. 
5. DigitalService  IS  Service being delivered automatically. 
6. ManualService  IS  Service BUT NOT DigitalService. 
7. ManualService has ManualRequest 
8. DigitalService has DigitalRequest 

In an e-government situation it is to be expected that manual services will be replaced by digital services. 

4.5 Skills 

An important issue for successful implementation is the skill level of citizens, since they are the basis for using 
the infrastructure that is to be built for e-Government (Sá, Rocha and Cota, 2016). We assume that the 
government strategy is to offer trainings to the citizens in order to obtain the required skills. Each training 
offered has assigned its own training identification. Each training also has associated training objectives. 
Typically, a country will have its own system to describe skill levels. 

1. Training is identified by Training-ID. 
2. Training trains for Skill. 

Next it will be relevant to record who is (officially) offering the trainings, and who has successfully completed a 
training, and therefore is supposed to master the skills offered by that training: 

3. Training is offered by TrainingInstitution. 
4. Training has been taken by Citizen. 

Note that the mastering of skills may be recorded by rigorous administration, but in practice it is more likely 
that this relation is maintained (more efficiently) on a statistical basis. Of course, government will implement 
some form of quality assurance, for example by an accreditation system for training institutions and by 
requiring independent examinations. Quality issues will not be considered in this paper. 
Using this information, it can be calculated to what extent skills that are required for a service actually are met 
by the citizens. Using the address information, it can be seen what areas are underrepresented in mastering 
specific skills, and therefore are not yet open for digital services. 

4.6 Infrastructure 

Finally we consider the infrastructure required for a successful implementation of e-Government. Basically we 
see two kinds of issues here. Firstly, we consider the equipment required to process a service, and secondly we 
consider the connecting infrastructure that enables the equipment to communicate with each other. 
Equipment is composed of hardware (the service actor) and software (the service program). Typically, 
hardware and software are offered as separate products. The advantage is that both hardware and software 
can have a more or less independent evolution cycle. For example, the introduction of a new computer type is 
not a problem as long as it can run the available service programs. Services can be improved, or new services 
may be introduced, as long as they can run on the (supported) hardware. 
Therefore the government will have a list of approved hardware configurations, and will also record what 
services can be run on each configuration: 

1. Equipment is identified by Equipment-ID. 
2. Equipment is described by HardwareConfiguration. 
3. Equipment can run Service. 
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The ability to access the digital communication network will be seen as a basic service that is required from all 
approved equipment. Similar to the recording of the skills offering and mastering, equipment providers and 
owners are also recorded. 

4. Equipment is offered by Company. 
5. Equipment is owned by Customer. 

As we remarked for the skill mastering relation, the equipment owning relation also may be maintained (more 
efficiently) by statistical methods. With respect to the connecting infrastructure, we assume the country has 
been divided in regions. It is recorded how regions are connected with each other. The quality (e.g. the 
connection speed) is also recorded. 

6. Address is located in Region. 
7. Connection: Region is connected to Region. 
8. Connection has Quality. 

So a region is disclosed for e-Government if (1) it is connected with a service managing region and (2) the 
overall of that connection is sufficiently high. 

4.7 Model summary 

Figure 1 shows a graphical representation of the information grammar developed in the previous subsections. 
It represents the scenario taken from the Zanzibar study described in Section 3.5. The proposed conceptual 
model describes the concepts and their relations that are relevant for implementation strategies in a 
government to provide better public services. The model identifies citizens, organizations, government offices, 
services, citizen skills, and infrastructure as inner elements in e-government implementation. 

 
 Figure 1: ORM conceptual model of e-government implementation 

5. Conclusion and further research 

Through our modeling process, we have contributed to the understanding of e-government implementation. 
In our approach we especially focus on stakeholder involvement by describing the result of a communication 
protocol between domain expert and system analyst. Further research should go into more depth about the 
context of this communication protocol. For example, the Round Table Approach (Moens and Broerse, 2006) 
describes a very promising approach to create a situation to stimulate open communication between all 
stakeholders. 
 
The resulting information grammar (the conceptual model) can be used for various purposes. Traditionally, the 
ORM approach is used to build high quality information systems. Our purpose however is to use the 
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information grammar as the base for a conceptual language that allows formal reasoning about the application 
domain in semi natural language. The information grammar can also be seen as a domain specific language. 
Special support is available to generate special tools, for example a parser for the domain specific language. 
 
Our interest will be more in the conceptual language, ORC, for example. The conceptual language will allow us 
to (formally) reason about the application domain. Especially, we will be interested in application domain 
dynamics. Our next steps will be to introduce special conceptual bases (van der Weide, Tulinayo and van 
Bommel, 2016)  for the conceptual model we introduced in this paper, and then focus on a first-order model 
to describe the changes of the conceptual base as accumulation of changes via the various dimensions of the 
conceptual base. The conceptual base and its causal relations can then be transformed into the System 
Dynamics formalism to allow for simulations that are expected to be helpful for policymakers to validate 
intended decisions. Another step forward would be to involve proof assistants who can verify the correctness 
of intended decisions. 

References 

Aagesen, G. and John, K. 2011. 'Service delivery in transformational government: model and scenarios', Electronic 
Government, an International Journal, vol. 8, no. 2/3, pp. 242 - 258. 

Alexandrova, A., Rapanotti, L. and Meehan, A. 2011. Requirements practices in e-government solution 
development. In: 2011 International Conference on e-Learning, e-Business, Enterprise Information Systems, and e-
Government, July 18-21 2011, Las Vegas, USA. 

Altameem, T., Zairi, M. and Alshawi, S. 2006. 'Critical success factors of e-Government: A proposed model for e-
Government implementation', 2006 Innovations in Information Technology, Dubai, 1-5. 

Braa, J., Heywood, A. and Sahay, S., 2012. Improving quality and use of data through data-use workshops: Zanzibar 
experience, Bull World Health Organ, vol. 90, pp. 379-384. 

Chelliah, P.P.M., Thurasamy, R., Alzahrani, A.I., Alfarraj, O. and Alalwan, N. 2016. 'E-Government service delivery by a local 
government agency: The case of E-Licensing', Telematics and Informatics, vol. 33, no. 4, pp. 925 - 935. 

Choi, H., Park, M.J., Rho, J.J. and Zo, H. 2016. 'Rethinking the assessment of e-government implementation in developing 
countries from the perspective of the design–reality gap: Applications in the Indonesian e-procurement system ', 
Telecommunications Policy, vol. 40, no. 7, pp. 644 - 660. 

EEA, 2007. European Environment Agency, the dpsir framework used by the EEA. [online]  
Available at: <http://ia2dec.pbe.eea.europa.eu/knowledge_base/> [Accessed 2015]. 

Elkadi, H. 2013. 'Success and failure factors for e-government projects: A case from Egypt', Egyptian Informatics Journal, 
vol. 14, no. 2, pp. 165 - 173. 

Eysholdt, M. and Behrens, H. 2010. 'Xtext: implement your language faster than the quick and dirty way', Proceedings of 
the ACM international conference companion on Object oriented programming systems languages and applications 
companion, 307-309. 

Fowler, M. 2011. Domain Specific Languages. Addison-Wesley. 
Frederiks, P.J.M. and van der Weide, T.P. 2006. 'Information modeling: The process and the required competencies of its 

participants', Data and Knowledge Engineering, vol. 58, no. 1, pp. 4-20. 
Gilles, B., Forest, J., Pichardie, D. and Rusu, V. 2006. 'Defining and reasoning about recursive functions: a practical tool for 

the Coq proof assistant', International Symposium on Functional and Logic Programming, 114-129. 
Halpin, T.A. 1998. Object-Role Modeling (ORM/NIAM), Handbook on Architectures of Information Systems, Heidelberg: 

Springer Berlin. 
Halpin, T. 2015. Object-Role Modeling Fundamentals: A practical guide to data modeling with ORM, USA: Technics 

Publications, LLC. 
Halpin, T. and Wagner, G. 2003. 'Modeling reactive behavior in ORM', International Conference on Conceptual Modeling, 

pp. 567--569. 
Heeks, R. 2006. 'Health information systems: Failure, success and improvisation', International Journal of Medical 

Informatics, vol. 75, no. 2, pp. 125--137. 
Hofstede, A.H.M., Proper, H.A. and van der Weide, T.P. 1993. 'Formal definition of a conceptual language for the 

description and manipulation of information models', Information Systems, vol. 18, no. 7, pp. 489-523. 
Huth, M. and Ryan, M. (2004) Logic in Computer Science: Modelling and reasoning about systems. Cambridge University 

Press. 
ITU (2015) ICT facts and figures 2015, Switzerland: International Telecommunication Union. [online] Available at: 

http://www.itu.int/en/ITU-D/Statistics/Documents/facts/ICTFactsFigures2015.pdf. 
ITU (2016) ICT facts and figures 2016, Switzerland: International Telecommunication Union. [online] Available at: 

http://www.itu.int/en/ITU-D/Statistics/Documents/facts/ICTFactsFigures2015.pdf. 
Kameni, E., van der Weide, T.P. and de Groot, W. 2016. A Domain Specific Language for Multi-Levels Agent-Based Model, 

Nijmegen: Radboud University. 
Khamis, M.M. and van der Weide, T.P. 2016. 'Conceptual framework for sustainable e-government implementation in low 

infrastructure situation'. Slovenia. 



Maryam M. Khamis and Theo P. van der Weide 

www.ejeg.com 43 ISSN 1479-439X 

La-Ongsri, S. and Roddick, J.F. 2015. 'Incorporating ontology-based semantics into conceptual modelling', Information 
Systems, vol. 52, pp. 1 - 20. 

Lungo, J.H. and Igira, F., 2008. Development of health information system in Zanzibar: practical implications. Journal of 
Health Informatics in Developing Countries, Vol. 2, no.1. 

Matavire, R., Chigona, W., Roode, D., Sewchurran, E., Davids, Z., Mukudu, A. and Boamah-Abu, C., 2010. Challenges of 
eGovernment Project Implementation in a South African Context, The Electronic Journal Information Systems, vol. 
13, no. 2, pp. 153-164. 

Mbale, J. and Staden, S.V. 2010. 'The HAE Bottom-Up Model (HAE-BUM): Envisages the enhancement of development and 
strengthen the e-Governance or e-Government implementation systems', IST-Africa, 2010, Durban, 1-9. 

Moens, N. and Broerse, J. 2006. 'Innovation in sectoral governance & development with ICT: conceptualising the ICT Round 
Table process', Journal of Sytemics, Cybernetics and Informatics, vol. 4, no. 6, pp. 33-40. 

Montequin, V.R., Cousillas, S., Ortega, F. and Villanueva, J. 2014. 'Analysis of the success factors and failure causes in 
information and communication technology (ICT) projects in Spain', Procedia Technology, vol. 16, pp. 992 - 999. 

Moody, D.L., 2005. Theoretical and practical issues in evaluating the quality of conceptual models: current state and future 
directions. Data & Knowledge Engineering, Vol. 55, no. 3, pp.243-276. 

Napitupulu, D. and Sensuse, D.I. 2014. 'Toward maturity model of e-Government implementation based on success 
factors', International Conference on Advanced Computer Science and Information Systems (ICACSIS), 2014 , Jakarta, 
108-112. 

Oriol, X., Teniente, E. and Tort, A. 2015. 'Computing repairs for constraint violations in UML/OCL conceptual schemas', Data 
and Knowledge Engineering, vol. 99, pp. 39 - 58. 

Ostermann, K. 2016. Domain Specific Languages, [online], Available at: http://www.informatik.uni-
marburg.de/~seba/teaching/sedesign12/05_DSLs.pdf [Accessed 01 September 2016]. 

Parnas, D P., and Madey J., 1995. Functional documents for computer systems, Science of Computer Programming, Vol. 25, 
no. 1, 1995, Pages 41-61, Available at: http://www.sciencedirect.com/science/article/pii/016764239596871J. 

Rawas, M. 2010. 'Towards a better understanding of e-Government implementation', Second International Conference on 
Engineering Systems Management and Its Applications (ICESMA), 2010 , Sharjah, 1-6. 

Samsonov, T.E., Konstantinov, P.I. and Varentsov, M.I. 2015. 'Object-oriented approach to urban canyon analysis and its 
applications in meteorological modeling', Urban Climate, vol. 13, pp. 122 - 139. 

Sá, F., Rocha, Á. and Cota, M.P. 2016. 'Potential dimensions for a local e-Government services quality model', Telematics 
and Informatics, vol. 33, no. 2, pp. 270 - 276. 

Sondheimer, N.K., Osterweil, L.P., Billmers, M.P., Sieh, J.T. and Southard, B.B., 2003. E-Government through process 
modeling: A requirements field study. In IADIS International Conference e-Society (pp. 129-136). 

Ssebuggwawo, D.D., Hoppenbrouwers, S.S. and Proper, H.E. 2010. 'Collaborative Modeling: Towards a Meta-model for 
Analysis and Evaluation', Enterprise Information Systems, p. 56. 

Storey, C.V., Trujillo, C.J. and Stephen, W.L. 2015. 'Research on conceptual modeling: Themes, topics, and introduction to 
the special issue', Data and Knowledge Engineering, no. 98, pp. 1 - 7. 

Sugumaran, V. and Storey, V.C. 2006. 'The role of domain ontologies in database design: An ontology management and 
conceptual modeling environment', ACM Transactions on Database Systems, vol. 31, no. 3, pp. 1064--1094. 

Telecompaper 2013. Zanzibar launches e-government programme, [online] Available at: 
http://www.telecompaper.com/news/zanzibar-launches-e-government-programme--917224. 

Tohidi, H. 2011. 'E-government and its different dimensions: Iran', Procedia Computer Science, vol. 3, pp. 1101 - 1105. 
Tulinayo, F.P., van Bommel, P. and Proper, H.A. 2011. 'Grounded system dynamics: A procedure for underpinning system 

dynamics with a domain modeling method', IFIP Working Conference on The Practice of Enterprise Modeling, 112--
125. Norway 

van der Weide, T.P., Tulinayo, F. and van Bommel, P. 2016. 'Static and Dynamic Aspects of Application Domains: An 
Inductively Defined Modeling Technique That Allows Decomposition', Complex Systems Informatics and Modeling 
Quarterly, vol. 7, pp. 25-50. 

Vuksic, V.B., Pozgaj, Z. and Milanovic, L. 2010. 'E-government policy and implementation in Croatia', 32nd International 
Conference on Information Technology Interfaces (ITI), 2010, Croatia, 423-428. 

Wang, Q. 2015. 'A conceptual modeling framework for network analytics', Data and Knowledge Engineering, vol. 99, pp. 59 
- 71. 

Yonazi, J., Sol, H. and Boonstra, A., 2010. Exploring issues underlying citizen adoption of e-government initiatives in 
developing countries: The case of Tanzania. In Proceedings of the 10th European Conference on E-Government: 
National Center for Taxation Studies University of Limerick. Ireland (p. 425). 

 



ISSN 1479-439X 44 ©ACPIL 

Reference this paper as: Praditya D, Janssen M and Sulastri R “Determinants of Business-to-Government Information 
Sharing Arrangements” The Electronic Journal of e-Government Volume 15 Issue 1 2017, (pp44-56) available online at 
www.ejeg.com 

Determinants of Business-to-Government Information Sharing 
Arrangements 

Dhata Praditya, Marijn Janssen and Reni Sulastri 
Faculty of Technology, Policy and Management, Delft University of Technology, the Netherlands 
D.Praditya@tudelft.nl 
m.f.w.h.a.janssen@tudelft.nl 
ReniSulastri@student.tudelft.nl 
 
Abstract: Various types of inter-organisational systems (IOSs) are emerging to facilitate information exchange between 
companies and governments. These systems are developed in constellations of stakeholders who impose different and 
even opposing requirements on the information sharing arrangements. Yet which determinants shape the selected 
information sharing arrangement is not clear. The present research investigated such determinants through a review of IOS 
implementation literature and an in-depth case study. The literature review resulted in a list of determinants that were 
categorised using the Technological, Organisational and Environmental (TOE) framework. These determinants were 
analysed in detail for the Standard Business Reporting implementation in the Netherlands. The findings suggest that an 
information sharing arrangement should be conceptualised by both its architecture and its governance, as they are 
mutually dependent. In the case study, trust, power, the involvement of major public organisations, compatibility and 
interoperability were found to be the main determinants influencing the shaping of the information sharing arrangement.  
 
Keywords: information sharing arrangement, inter-organisational system (IOS), XBRL, standard business reporting, B2G, 
TOE 

 
This paper is based on an earlier paper published in the proceedings of the European Conference on e-
Government (ECEG) 2016 

1. Introduction 

The advance of information and communication technology (ICT) has changed the way organisations share 
information with each other. Information sharing has evolved from a paper-based mechanism to a digital one. 
Digital information sharing between two or more organisations is facilitated by inter-organisational systems 
(IOSs). Such systems can have different technical arrangements, including electronic storage, electronic 
interface, service bus, electronic gateway and service platform (Yang et al., 2014). IOSs are implemented in 
various domains, such as financial reporting (Bharosa et al., 2011, Dunne et al., 2013), supply chain 
management (Liang, 2015, Klievink, 2015) and public safety networks (Williams et al., 2009, Fedorowicz et al., 
2014).  
 
Digital information sharing using IOS can have many benefits, including improvements in information quality, 
faster information sharing, the ability to create comprehensive management information, improved 
coordination and communication among users, improved decision making, improved organisational 
performances and the creation of better public services (Zander et al., 2015, Praditya and Janssen, 2015, Zhang 
et al., 2005, Calo et al., 2012, Gil-Garcia et al., 2009). IOSs are therefore developed in many domains, which 
results in the adoption of a variety of different arrangements. Studies in this area have mainly focussed on 
government-to-government or business-to-business information sharing arrangements, and less on business-
to-government (B2G) arrangements (Bharosa et al., 2013). This study fills the gap by identifying the 
determinants that influence the creation of an IOS arrangement in a B2G situation. In such a situation, public 
and private organisations may have different objectives, which can lead to conflicts. Whereas public 
organisations need the information to realise public values, companies often view the provision of information 
as an administrative burden that has no added value for them. 
 
An IOS is the result of a process in which the involved actors interact with each other. The resulting 
arrangement can be viewed as a negotiated outcome. The benefits and costs of the system might not be 
evenly distributed. In B2G IOS, the relationship between businesses and government and their different 
structures and objectives need to be recognised (Klievink et al., 2012). When a new technology is implemented 
in an organisation, the organisation often needs to make adjustments (Orlikowski, 1992). The technology 
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options determine the types of arrangements that are feasible given the financial constraints and influences. 
Thus, a multitude of factors, ranging from organisational to technical issues, affect the shaping of an IOS.  
 
This present research addressed two main questions: 1) What factors determine the information sharing 
arrangement for B2G? 2) How do these factors influence the B2G information sharing arrangement? The first 
question was answered by synthesising a list of determinants collected from the literature. However, the 
actual influence of factors is likely to be dependent on the context. The second question was answered by 
investigating the determinants that play a major role within the Standard Business Reporting (SBR) system. The 
implementation of SBR was selected as a case study as it facilitates B2G information sharing for reporting 
financial data to the government. 
 
This paper is structured as follows. In section 2, the theoretical background to IOSs and information sharing 
arrangements is discussed. The research approach is presented in section 3. Section 4 contains a list of factors 
identified from the literature. In section 5, the case study is described, with the discussion about how these 
determinants influence the information sharing arrangement. Finally, the conclusions are presented in section 
6. 

2. Theoretical Background 

An IOS is “an automated information system shared by two or more organisations, and designed to link 
business processes” (Robey et al., 2008, p.2). Choudhury (1997) identified two basic configurations of IOS: 
bilateral (dyadic) and multilateral, as shown in Figure 1. Smaller organisations usually choose a dyadic 
configuration mainly because they fear losing control and have low IT maturity and limited resources, whereas 
large organisations often choose a multilateral configuration as this can result in more benefits for them 
(Singerling et al., 2015). B2G information sharing often involves both small and large organisations.  
  

 

Figure 1: Bilateral connection (left) vs multilateral connection (right) (Choudhury, 1997) 

A typical example of dyadic configuration is the Electronic Data Inter-exchange (EDI). EDI is “the movement of 
business data electronically between or within firms (including their agents or intermediaries) in a structured, 
computer-processable data format that permits data to be transferred without re-keying, from a computer-
supported business application in one location to a computer-supported business application in another 
location.” (Hill and Ferguson, 1989, p.3). The challenge in implementing EDI becomes greater when one 
organisation has to build connections with several organisations that have their own systems. Developing 
interfaces with all contacts can be costly, complex and inefficient. For this reason, it is necessary to standardise 
interfaces and processes.  
 
Currently, a joint infrastructure model (called a service platform) has recently been created for multi-
connection information sharing with a high level of standardisation (Yang et al., 2014). A service platform can 
help in processing information before it is sent to requesting parties. The processing level can be varied and 
can include features like data validity, a buffering system, certification or even security processes. However, to 
build such a platform, its standards and ownership and the division of costs need to be negotiated, and this 
may delay the development and adoption processes. 
 
In this paper, ‘information sharing arrangement’ refers to the governance and architecture of an IT system that 
supports inter-organisational sharing activities. Creating such an arrangement entails addressing several 
matters, for example, centralised or decentralised information exchange, data management and data 
ownership, platform ownership and the decision making. 
 
According to King (1983), the centralisation versus decentralisation issue is about the control or the balancing 
of power, organisational function and physical location. Control refers to the centralisation or decentralisation 
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of decision-making activity (is there a central steering board or does everybody need to be involved each 
time?). In terms of organisational function, centralisation versus decentralisation concerns the standardisation 
of organisational operations. Centralisation keeps an organisation’s performance in line with organisational 
protocols and standards, whereas the flexibility of decentralisation is beneficial when the business process of 
an organisation requires close cooperation between its business units with less central guidance by and less 
standardisation from management. The latter often results in heterogeneity, but also in better customer-
orientation. Finally, physical location refers to having all operations centralised at a single point or distributed 
over many places.  
 
Data management is the process of collecting, processing, storing and distributing data (Krishnan, 2013). 
According to Pramatari et al. (2009), efficient data management is critical to ensure information quality and 
build users’ trust in any decision from the information system. Data management also deals with privacy and 
who is allowed to use the data.  
 
Platform ownership is about who owns, operates and maintains the information sharing platform. This also 
includes decisions about investments in the platform and development directions. The governance of the 
system is becoming one of the critical parts in realising a system that involves many actors. Basically, 
governance mechanisms deal with the decision-making structure, alignment process and formal 
communications between users (Weill and Ross, 2005). 
 
Because the factors range from organisational to technical, the Technological, Organisational and 
Environmental (TOE) framework was adopted in this research as the synthesising framework for categorising 
the factors. Since its introduction by DePietro et al. (1990), TOE has been used as a valuable framework for the 
adoption of IT innovations at the organisation level (Chau and Tam, 1997). It provides important theoretical 
perspectives to study the contextual factors (Lin, 2014), a taxonomy for categorising factors (Dedrick and 
West, 2003) and flexibility to assess the complexity of IT adoption (Bosch-Rekveldt et al., 2011). The 
framework explores three elements of an organisation that influence its adoption decision of innovations, 
namely the technological, organisational and environmental contexts (DePietro et al., 1990). 
 
However, the framework also has several disadvantages. It does not explain the decision process or causality 
within the factors, nor does it provide a core set of constructs for IOS adoption (Rui, 2007). Furthermore, 
Dedrick and West (2003) argued that the TOE framework does not provide an integrated conceptual model or 
a comprehensive theory. We concur with this criticism and therefore used the TOE framework only to classify 
the factors. 

3. Research Approach 

There is limited knowledge of the factors that determine the arrangement of B2G information sharing. 
However, which factors are important is likely to be dependent on the context. In this study, data were 
collected from literature to obtain determinants that influence the shaping of an information sharing 
arrangement. At the beginning, we started to collect data using general terms, such as ‘inter-organisational 
information system’, ‘inter-organisational system’, ‘e-government’ and ‘information sharing’. We then started 
using specific keywords, for example ‘electronic data interchange’, ‘EDI’, ‘eXtensible Business Reporting 
Language, or XBRL, reporting system’, ‘standard business reporting’ and ‘public safety network’. Data were 
collected from journals and from proceedings of conference on e-government and information systems. The 
latest version of the e-government reference library (Scholl, 2015) was also used as a source. The results were 
filtered and determinants with similar meanings were combined. The determinants were then categorised 
using the TOE framework. The result is the list of factors presented in the following section. 
 
The literature review resulted in a list of possible factors that influence the shaping of B2G information sharing 
arrangements. As determinants are likely to be context-specific, an in-depth case study was carried out to 
understand which factors were determinants of the information sharing arrangement. This helped to identify 
determinants by identifying factors that have more influence than others. Furthermore, the case study helped 
to identify how determinants are applied in practice. The implementation of SBR in the Netherlands was used 
as a case study. The SBR system was established in 2009 and has already been used to exchange more than 2.7 
million documents (Bharosa et al., 2015). The system is a good example of an IOS that facilitates businesses to 
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submit their financial statements, including annual reports, statistics and tax reports, to government agencies, 
and government agencies to respond to those statement.  
 
In total, three people were interviewed and each interview lasted for 1.5 – 2 hours. The respondents 
represented both public and private organisations, and were selected based on their role in the 
implementation of SBR. One interviewee was the project leader of the requesting party, one was the advisor 
to the shared service organisation, and one was a business process consultant working in the field of SBR. The 
last-mentioned respondent enabled us to capture an overview that goes beyond the single public or private 
party view. The selected respondents provided rich and comprehensive information regarding SBR.  
 
Data triangulation is crucial in ensuring the validity of qualitative research (Yin, 2003). In the present research, 
both the data and the researchers were triangulated. Data from publicly available documents, peer-reviewed 
papers, direct interviews, and reports, including video presentations by the innovation champion in the 
development of SBR, were collected. Two researchers analysed the collected data using a qualitative tool. The 
results were then discussed and aggregated to produce the interview reports. The interview reports were then 
sent to the interviewees, who were asked to confirm and elaborate their answers. A detailed explanation of 
the case study is presented in section 5. 

4. Research Findings: overview of factors 

The review of IOS literature uncovered 26 determinants influencing the shaping of the information sharing 
arrangement. The governance and architecture can be considered comprising the information sharing 
arrangement (Drews and Schirmer, 2014, Borgman et al., 2013). Information sharing arrangements range from 
centralised or decentralised networks, through data management and system ownership, to the decision-
making processes. 
 
These determinants were grouped using the TOE framework to structure the findings and to enable the 
analysis. In addition to mapping the factors into the TOE categories, some similar factors were combined; for 
example, ‘Availability of resources’ covers the availability of funding, assigned employees and skilful 
employees. Tables 1, 2 and 3 summarise the Organisational,  Technological and Environmental factors 
respectively, which influence the information sharing arrangement from the literature, and provide a brief 
description of each factor, including how it influences the adoption process and the arrangement. 

Table 1: Organisational determinants of the information sharing arrangement from literature (Praditya and 
Janssen, 2016) 

No Determinants  Source  Description 
1 Firm size (Sambamurthy and Zmud, 

1999, Singerling et al., 
2015, Zhu et al., 2003) 

Firm size influences both user adoption and system arrangement. 
Smaller organisations usually choose a bilateral configuration mainly 
because they fear losing control and have limited resources. 

2 Firm structure  (Sambamurthy and Zmud, 
1999, Zheng et al., 2009, 
Yang and Maxwell, 2011) 

Firm structure influences system arrangement. Firm structure may 
reflect IOS legacy and system governance. Firms with many 
branches usually prefer a decentralised network. 

3 Management  
support 

(Borgman et al., 2013) IT adoption usually requires support from top-level management, 
e.g. the provision of resources or the ability to change the 
organisational structure. In terms of arrangement, management 
support plays a role in decision making, taking into consideration the 
advantages and disadvantages of certain arrangements. 

4 Firm strategy  (Sambamurthy and Zmud, 
1999, Grover, 1993, Gil-
García et al., 2007) 

Firm strategy influences both user adoption and system 
arrangement. Building a system that aligns with a firm’s strategy, 
either business or IT, will increase the eagerness of the firm to adopt 
the innovation.  

5 Number of 
users 

(Yang et al., 2014, Strong 
et al., 1997) 

The number of users determines which architype should be used to 
govern the IOS, including the distribution of power in decision 
making. 

6 Availability of  
resources  

(Sambamurthy and Zmud, 
1999, Yang and Maxwell, 
2011, Singerling et al., 
2015) 

When more resources are available, they can be used for pilot 
project implementation and enable larger investments. 

7 Power  (Savoldelli et al., 2014, 
Hart and Saunders, 1997, 
Yang and Maxwell, 2011) 

Larger parties or government agencies sometimes push specific 
solutions for the implementation. These organisations also prefer to 
have a centralised and top-down approach in the governance. 
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No Determinants  Source  Description 
8 Trust (Hart and Saunders, 1997, 

Nicolaou et al., 2013) 
Existing relationships with other users influences how the 
organisation deals with certain agreements in terms of e.g. 
centralised vs decentralised. 

9 Level of 
adoption 

(Hameed et al., 2012, 
Saha, 2010, Barrett and 
Konsynski, 1982) 

Active users may contribute more to the governance and decision 
making related to the system, and may gain more benefits compared 
to passive users. 

10 Firm 
governance  

(Sambamurthy and Zmud, 
1999) 

Mode of organisational governance influences the mode of IT 
governance in the organisation. Thus, mode of IT governance of 
organisations will influence the IOS arrangement. 

11 Governance 
Structure 

(Borgman et al., 2013, van 
den Broek and van 
Veenstra, 2015) 

Governance maturity in organisations influences innovation 
adoption. Organisations with more governance maturity are less 
amenable to new technology as they need to ensure that security 
standards and legal requirements are complied with. 

12 Purpose of 
sharing  

(Bharosa et al., 2015, van 
den Broek and van 
Veenstra, 2015) 

The data shared can vary depending on the sharing purpose. 
Reporting data are different from transaction data, for example, in 
terms of exchange frequency and type of final data to be sent to 
users. This can affect system arrangement. 

Table 2: Technological determinants of the information sharing arrangement from literature (Praditya and 
Janssen, 2016) 

No Determinants  Source  Description 
1 IT maturity  (Zhu et al., 2004, 

Singerling et al., 2015) 
(Gil-García et al., 2007) 

Poorly integrated systems (usually in government agencies) make 
IT-facilitated information exchange more difficult to implement. 

2 IT compatibility (Borgman et al., 2013, 
Hung et al., 2015) 

If new technology is compatible with the legacy, firms tend to adopt 
it. The cost will be relatively lower and it will be easier to create 
integration. 

3 IT complexity (Borgman et al., 2013) Government agencies tend to build new autonomous IT systems 
without connecting them with legacy systems, which results in less 
integrated IT systems. 

4 Number of 
interfaces  

(Bharosa et al., 2015, 
Singerling et al., 2015) 

A large number of systems are used, whereby the large number of 
interfaces makes communication between systems complex.  

5 Process 
compatibility  

(Kamal et al., 2014, 
Singerling et al., 2015, 
Vernadat, 2010) 

The flexibility of an IOS is needed to accommodate the diversity of 
organisations incorporated in the system.  

6 System security  (Savoldelli et al., 2014, 
Sayogo and Gil-Garcia, 
2014, Yang and 
Maxwell, 2011) 

System security is a critical factor in IOSs. Exchanging information 
could violate user privacy and could make organisations resistant to 
adopt the system.  

7 Interoperability 
standard 

(Sayogo and Gil-Garcia, 
2014, Henning, 2013) 

Interoperability standard influences user adoption and system 
arrangement because this standard determines the internal process 
adaptation and effort required of organisations. 

8 Standardised data (Guijarro, 2009, Scholl 
et al., 2012, Vernadat, 
2010) 

Standardised data influence user behaviour and system 
arrangement. Users need to adopt standardised data in their system 
to make this shared data easier for the requesting party to interpret. 
Low maturity in IT system usually makes this adoption process more 
difficult. 

9 Amount of data  (Bharosa et al., 2015, 
Tallon et al., 2013, Sá 
et al., 2015)  

Bigger files need more storage, faster connections and better 
processors. It can also be assumed that bigger files contain more 
information and need to be processed in a more complicated way. 

10 Number of  
transactions 

(Bharosa et al., 2015, 
Singerling et al., 2015) 

The amount of data that government agencies require to be reported 
is increasing in line with the number of new regulations. This factor is 
also why multilateral reporting systems are very helpful for 
organisations. 

Table 3: Environmental determinants of the information sharing arrangements from literature (Praditya and 
Janssen, 2016) 

No Determinants  Source  Description 
1 Government  

regulation  
(Kuan and Chau, 2001, 
Zhu et al., 2004, Zhang 
et al., 2005) 

Policies such as mandating electronic disclosure can force organisations 
to implement certain systems, whereas policies such as privacy acts will 
be critical for the system arrangement, because it will make the data 
provider more cautious in the exchange process. In this case, network 
security will be the key factor. 

2 Competition 
intensity 

(Borgman et al., 2013, 
Kuan and Chau, 2001) 

External pressure such as competition or public pressure forces 
organisations to innovate – not only in finding new revenue streams but 
also in making their business process more efficient.  
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No Determinants  Source  Description 
3 Diversity of 

users 
(Sayogo and Gil-Garcia, 
2014) 

The diversity of users involved in an IOS, with different goals or 
structures, leads to difficulties in finding a negotiated solution to the 
system arrangement. 

4 Innovation 
initiator 

(Klievink et al., 2016) IOSs involving government authorities are usually initiated by those 
authorities, but it is also possible for businesses to trigger the innovation, 
because of their flexibility in investing in new technology. This factor can 
influence the governance of the system. 

 
The list of factors derived from the literature provided insight into which factors might influence the shaping of 
information sharing arrangements, but did not make clear which factors might be the determinants in a given 
situation. We therefore carried out an in-depth case study, which is reported in the following section. 

5. Determinants in Standard Business Reporting – Netherlands 

The implementation of SBR is an example of a B2G IOS to reduce the administrative burden in the financial 
reporting process. B2G information sharing has been achieved by adopting the standardisation of data, the 
standardisation of processes and a centralised platform in the network between reporting parties and 
requesting parties (Geijtenbeek and Lucassen, 2012). SBR replaces the paper-based filings and enables the 
government and businesses to have an ”unequivocal, cost-effective, secure, and adaptable method” for 
information sharing (Geijtenbeek and Lucassen, 2012) 
 
Because the implementation of SBR was a long process, we created the timeline shown in figure 2 to help us 
understand the main events that took place and to analyse the factors that were important during the various 
implementation phases. 

 
 Figure 2: Key events in the implementation of SBR 
The programme was initiated in 2002 when the Netherlands Ministry of Economic Affairs recognised the 
importance of using ICT to simplify the business reporting process. In that year, the Ministry created a 
programme called ICT and Administratieve Lastenverlichting (‘ICT and reducing the administrative burden’), 
which is a cooperative venture with industry. One of the successful projects in this programme – OTP 
(Overheidstransactiepoort; ‘Governmental transaction portal’) – was the use of an electronic gateway for filing 
financial reports in several formats (Bharosa et al., 2015). The implementation of this system resulted in the 
recognition by the involved organisations, especially the government, in the need for standardisation in the 
financial reporting system to avoid heterogeneity and fragmentation and to ensure interoperability. 
Implementing standardisation in data, process and technology offers opportunities for the involved 
organisations to decide what kind of configuration to use in the system and how to achieve an optimal process 
flow to reach the shared objectives; this resulted in a network effect and thus increased user adoption. In 
other words, standardisation was an important factor in shaping the information sharing arrangement, 
especially in the early stages of implementation. 
 
The National Taxonomy Project (NTP), which was initiated in 2004, can be considered the starting point for the 
use of XBRL as the main standard in data exchange for SBR; the main idea was to have a common set of 
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definitions for data exchange. The XBRL is used mainly because it provides the expression of data definition 
and the standardisation of data exchange for financial reports. These address the difficulties that occurred in 
the previous system when the same vocabulary could have different meanings, and thus improved accounting 
data and financial information quality, and eased the evaluation process of the reported data (Perdana et al., 
2014). However, this standardisation also requires a suitable information infrastructure, so in the same year, 
the design of the generic infrastructure (GEIN) – a new interface of OTP that enables more modularity and 
flexibility in the information processes – was also started. In 2006, the design was completed and the 
Netherlands released the first version of the Netherlands Taxonomy (NT). The information infrastructure can 
be regarded as the resulting IOS arrangement together with the governance. 
 
Earlier in 2006, numerous meetings, including political lobbying, had been conducted to establish the public–
private cooperation between the government, intermediaries, businesses and software developers. The 
political lobbying mainly occurred when the decision making could not be finalised or a deadlock was reached. 
Such deadlocks were reached when stakeholders could not reach agreement not only at the strategic level, but 
also at the tactical and technical levels. The common goal was the adoption of the Dutch XBRL Taxonomy for 
financial reports. In this phase, the adoption process for SBR was greatly assisted by the involvement of the 
Dutch tax authorities and VNO–NCW (the Dutch employers’ federation). The tax authorities provide a 
connection to all business entities and all government agencies in the Netherlands. It is also aligned with the 
objective of SBR to improve the administration process of tax reports. Furthermore, before adopting this XBRL-
based reporting system, the tax authorities were already using an XML-based reporting system in their back-
office, thus no extreme transformation was needed and there was no internal resistance. Finally, the 
governance of the new system adopted the existing public–private cooperation between tax authorities, tax 
consultants, taxpayers and tax-software providers. As for the involvement of VNO–NCW, it was more about 
communication. The VNO–NCW basically mediated the communication from government agencies to 
industries and within industries. This organisation is also connected to all industry domains, which reduces the 
effort in creating public–private cooperation. So, the adoption of the system by major public organisations is 
also considered as an important factor for the information sharing arrangement. 
 
‘GBO.Overheid’ – a public service centre under the responsibility of the Ministry of Interior and Kingdom 
Relations – is responsible for providing public e-services in the Netherlands. This organisation was put in 
charge of the development of both the taxonomy and the shared infrastructure. Since then, the focus of the 
NTP has been expanded to business process standardisation in addition to the data standardisation.  

 

Figure 3: SBR Architecture (Bharosa et al., 2015) 

In 2008, the development of Digipoort, based on GEIN, as the main infrastructure of SBR was started. Digipoort 
is a government-owned multiport platform where the government’s message traffic is processed (indicated as 
no. 3 in figure 3). Government agencies can use Digipoort to automate business and supply chain processes. In 
Digipoort, shared data from the reporting parties undergo several processes assigned by I-process (no. 2 in 
figure 3), including the authentication of the sender, basic validation of the data based on the taxonomy (no. 1 
in figure 3) and reuse of data according to the requirement of the requesting parties (also based on 
taxonomy). These processes also act as a buffering system in dealing with huge amounts of data and with 
network problems. Therefore, in the resulting information sharing arrangement there is no centralised storage 
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in SBR. This reduces the chances of security breaches and keeps the ownership of the shared data in the hands 
of the reporting organisations. 
 
The year 2009 is another milestone in the history of SBR, because that was when the government started to 
use the term SBR instead of NTP and redefined its objective, that is, to be a generic system-to-system (S2S) 
message exchange. The government also decided to expand the use of SBR to the Chamber of Commerce and 
the Netherlands Central Bureau of Statistics in addition to the tax authorities. In 2010, the large-scale 
implementation of SBR was started and GBO.Overheid was renamed Logius.  
 
A large volume of XBRL messages within the financial domains were involved in the system. In 2011, 87,000 
value added tax (VAT) declarations and 3,500 financial statements were processed through the system. The 
operational issues then become part of the focus of the programme due to the high number of message 
exchanges. In the same year, the government decided to mandate the use of SBR as the exclusive channel for 
tax and customs reports per 2013, and as the exclusive channel for VAT per 2014. SBR started to expand the 
potential use of XBRL in non-financial fields in 2012, and the Chamber of Commerce prepared to mandate the 
use of SBR in 2017. The number of financial reports submitted through SBR increased significantly from around 
2.7 million in 2013 to around 15 million in 2015. This increase was not only because of the regulation, but also 
because the benefit of SBR already perceived by the users: it strengthens the trust of stakeholders to continue 
using SBR and even extend it to be used in other domains. Another recent expansion is related to the 
development of taxonomy: it was previously fully carried out by the government, but it is now open to all 
users. 
 
According to the three interviewees, the governance of SBR was one of the key factors in the implementation 
process. The governance structure provides the decision-making structure, rights, responsibility and formal 
communication among stakeholders. The SBR governance changed over time and is intrinsically connected to 
the information sharing architecture. Two principles were used in establishing the system governance of SBR: 
1) rigid, to guarantee the stability of cooperation and architecture, using precautionary, proportionality and 
equality of the decision-making processes; 2) flexible, to guarantee adaptability of new solutions, extensions or 
new chains. This is manifested in open innovation, for example, in developing the taxonomy, and voluntary 
governance approach.  

 

 Figure 4: The structure of SBR governance (Bharosa et al., 2015) 

The governance of SBR consists of two building blocks (as depicted in figure 4): the public SBR forums (left) and 
the public–private SBR forums (centre). The public SBR forums deal with the administrative authority of the 
public–private forums and the information architecture. The top hierarchy of the forums is the SBR Steering 
Committee, which is composed of representatives from all government agencies. This Committee handles the 
strategic level, including future expansions of SBR and its information infrastructure. The tactical level in the 
forums is the SBR Coordinator group, which is composed of representatives of all project leaders at 
government agencies. This section handles the monitoring and evaluation of the costs and activities of the 
operational level. The operational level in the forums is composed of experts from government agencies 
working together with expert groups in the public–private forums to resolve issues regarding the services and 
to identify the need to change processes or taxonomies and determine the impact of such changes. 
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The public–private forums deal with SBR development regarding network integration, including compliance 
with the SBR standards, government rules and other financial/accounting standards. The forums’ structure can 
be changed over time, for example, because of the shifting focus of the development or the involvement of 
different stakeholders. The highest hierarchy of the SBR public–private forums is the SBR Council, as the 
strategic level, which is composed of top-level management from government agencies and businesses. The 
main job of the Council is to define the framework for using SBR in the longer term, including how to market 
this system to be used in other domains. The second layer is the SBR Platform, as the tactical level, which 
consists of representatives from businesses and government agencies with hands-on experience who identify 
issues that affect the adoption. The operational layer, as mentioned earlier, is the SBR Expert groups. There 
are three expert groups in the SBR public–private forums: Data, Process & Technology, and Marketing. 
 
SBR uses a multiport platform owned by the government (Digipoort). The development of this infrastructure 
shows the centralisation in the operational level and physical location driven by the governmental power. In 
the upper layers – taxonomy and i-process – a similar situation appears. The development of the taxonomy 
and i-process was monopolised by the government, even though businesses could also contribute indirectly. 
However, a decentralised approach is used in the system governance, mainly to assist the uptake of the system 
by increasing the participation level. Representatives of businesses and intermediaries were involved in the 
decision-making process regarding the technical issues, and other issues that could hinder or delay the 
adoption process. This involvement has led to the emergence of trust in the system and strengthened the 
relationship between stakeholders. The effect of these conditions was the shift of power from government to 
public–private cooperation. 

Table 4: Main determinants found in the case 

TOE Category No Determinant  Explanation  

Organisational 

 

1 Trust Perceived benefits and the governance structure promote trust in SBR. 
Trust is reflected in the strong contribution of users in the decision-making 
process of the system even though the governance is applied on a 
voluntary basis. 

2 Power The wider adoption of SBR by businesses resulted in the shift of power 
from government to businesses, mainly reflected in the decision-making 
process in the tactical and technical layers (e.g. The development of 
taxonomy). It was previously fully carried out by the government, but it is 
now open to all users. 

3 Involvement of 
major public 
organisations 

The decision of the Dutch tax authorities to adopt SBR was a big push 
towards wider adoption since every company has to provide tax reports. 
The objective during the early implementation of SBR focussed on this 
domain, which is reflected in the adoption of existing public–private 
cooperation for the early governance of the system. 

Technological 1 Compatibility Standardisation of data, technology and process is needed to avoid 
heterogeneity and the fragmentation of existing IT systems owned by 
organisations. This compatibility and interoperability within the system 
resulted in multi-connection information sharing using a centralised 
infrastructure. 

2 Interoperability 

6. Conclusions 

This study identified the determinants that influence the shaping of information sharing arrangements. The 
literature review led to the discovery of 26 factors, namely 12 organisational factors, 10 technological factors 
and four environmental factors. An in-depth case study was conducted to gain more insight into how these 
factors influence the information sharing arrangement. Of the 26 factors, five prominent factors were found in 
the case study. The case study also demonstrated that the determinants change over time. In different phases, 
different determinants played a role. Furthermore, the case shows that the information sharing arrangement 
is reflected in the system architecture and the inter-organisational governance structure, as the two elements 
are intrinsically linked.  
 
The development of SBR shows the importance of compatibility and interoperability as determinants shaping 
the information sharing arrangement, especially in the early phase of implementation. With the 
standardisation of data, technology and process, compatibility and interoperability were achieved within the 
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system, which resulted in multi-connection information sharing using a centralised infrastructure. In the early 
stage of the implementation, the importance of major public organisations adopting the system was 
recognised, which led to the ease of communicating with and marketing the system to the potential users. 
 
After the system was established, trust and power played major roles, and thus were the important factors. 
Trust was engendered because the users recognised the benefits of the system and because of the structure of 
governance, which provides a medium for stakeholders to contribute to the system. With the increase in trust, 
the uptake of the system, even without being mandated by the government, increased significantly, which 
resulted in the shifting of power. In the early adoption phase, the development of the system was fully guided 
by government agencies. With the growing influence of businesses, the governance of the system changed, as 
did the business layer of the architecture.  
 
Our case study provided insight into the factors that were relevant to the case; however, it did not allow us to 
realise the contextual determinants in the creation of B2G information sharing. Further studies could provide 
more insights into the influence of determinants among domains. The list of factors from the literature can be 
used as a solid basis for this.  
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