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According to OESD, Digital government explofesv governments can best use information and
communication technologies (ICTs) to embrace googgonent principles and achieve policy goals. Web 2.0
tools like social networking sites (e.g., Facebook)esgnt one of the sub-groups of social media and they
have become a popular topic in the field of e-governmesgearch. This is also why an extensive and
structured literature review in this field provided Byna Juki and Manca Merlakis particularly welcome. It
reveals that social media usage in public administration haslyndieen measured at the level of local
government, with a prevailing focus on Facebook and Twitidrile the adoptin of social networking sites in
public administrations worldwide is relaely high, these tools are most often used for one vimtgraction,
and less frequently for engagement of citizens in teraf more inclusive policy making. In Slovenia, on the
other hand, the adoption of social networking tools ig as high as in many other countries; 14 out of 112
organizations analysed in the research had estabtistheir Facebook presencand for most of them
considerable room for imprament has been identified.

Another well-known use of information technology lggvernments is the potential of fast and accurate
analytics, and this is addressed in the papeMark Pijnenburg, Wojtek Kowalczyk and Lisette van derHel
van Dijk which looks at analytics in the field of taxpaysupervision. In this context they describe how
extensive use of data, statistical and quantitative analysis, explanatod predictre models, and fact-based
management drive decisions and actions. It has beenoputhe agendas of Inteational bodies (OECD, the
European Commission, andethintra-European Organisation of T&xdministrations - IOTA) since it is a
promising candidate for improving effgzicy in the administration of tage The authors explore how analytics
fits with compliance risk management, a major trendanpayer supervision in the last decade. By mapping
the analytical techniques onto the gks of taxpayer supervision they came to the conclusion diestriptive
statistics is the most applicable tetique in taxpayer supervision. They argue that analyticsptements
compliance risk management, which is a modern strategyafquayer supevision. The paper is useful for tax
administrations that want to impra their analytical capabilities.

On the other hand, digital government is an inclusive pipag connecting governments with business and
citizens (end-users). User requirements gathering & afrthe key success factorseéagovernment projects so

in the paper byMaryam M. Khamis and Theo P. van der Wefdgy argue that stakeholder involvement is of
crucial importance in the process of requirements eegring. They extend the e-government based
conceptual DPSIR (Driver, Pressure, State, Impaat Response) framework into the direction of
implementation strategies by defining a conceptualnfiework and a related conceptual language. They apply
Object Role Modelling (ORM) which is focused on theetippment of a semi-natai language (controlled
language) that is understandable for both stakeholderd aystem analysts. The goal of ORM is also to create
a common description of the application domain in tféemi-natural) language (i.e. information grammar),
the result of which is a requirements document. Thewealeped such a document and related ORM
conceptual model for e-government implementation in Zhari Their approach can be used and adapted in
many other environments.

The final paper in this issue Bhata Praditya, Marijn Janssen and Reni Sulastisiders the Government to
Business (G2B) area of digital government, focusing ten-démganisational systems{B), referring to systems
facilitating information exchange bgeen companies and governments.elhuthors, who fous on the B2G
IOS, argue that digital information sharing using Hight have many benefits including improvements in
information quality, faster information sharing, the ability doeate comprehensive management information,
improved coordination and communittan among users, improved decisionaking, improved organisational
performances and the creation of better public servics their paper they investigate the determinants
shaping the selected information sharing arrangemenhrough the literature review they identified 26
determinants classified into three categories (i.€OE framework): organisational, technological and
environmental determinants. Using a case study from Blutch Standard Businesspeeting they identified 5
prominent factors; however, they came todftonclusion that factors change over time.
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Abstract This paper presents the results of research aimed atyasing the usage of Facebook as the most popular social
networking site among 112 Slowerstate administration organizations. Prigagntities use social networks to enhance
their visibility, interact with clients, and for (related) nkating and sales of their products and services. Social m&svo
also represent the potential for increased interaction beamgublic administration and its @ss. However, statistics on
the usage of social networks in public organizations ascec The methodology afur research is based on 16 indicators
measuring usage, engagement, multi-channel features, antti-media content. The results reveal that only a few
organizations have established their Fagek presence, and for most of them considerable ro@mimprovement has
been identified in terms of usage of Facebook as aatnetwork with the highest potential of reach and engagement in
the number of its users. An extensive literature revigwthe field of social media age in public administrations
worldwide is also provided.

Keywords social networking sites, public admstration, level of usage, type of usage, engagementalitee review

1. Introduction

Social media (including social netkey are among the strongest marketitwgpls used by private companies in
the last five years. Private entities have soon recognisatidahmost two billion social media users represent a
large potential for their image building, marketing ofndees and/or products, improved customer service,
and user involvement in the development of new produatsl services. Most of the marketers experience
several benefits by exploiting social media as an (eudil) channel in their marketing strategies, such as
increased exposure of their businesses, increasedfitt development of loyal fans, and many others
(Stelzner, 2015). Almost two thirds of marketing etpespend at least six hours per week on social media
activities (ibid.).

Public administrations, on the other hand, have not beereager in exploiting the potential of social media
(including social networks). Even though the @dtal) motivation for soel media usage in public
organizations differs greatly from the prevailing motivatiam private organizations, there are many
advantages of social media for public organizations, amoegntifor example: iproved service delivery,
transparency and organization image vesll as more inclusive policy processes.

However, empirical evidence on social media usage inliguddministrations isvery scarce, especially
compared to those related to social media usage ligesis and businesses. Two international surveys were
conducted in this field: one by the ied Nations (UN, 2014) and one byet®ECD. The first one revealed that
61% of the UN member states were using social méatia-consultations; however, the level of uptake within
a specific country was not investigatéde. how many public organizations are using socialimadd social
networks specifically and for what purposes). The OE@i3&arch, on the other hand, revealed that only a
minority of governments in the OECD area adopted aatotédia usage strategy, indicating that social media
as a channel for communication with customers is stillexperiment in public adinistration (Mickoleit,
2014).

Slovenia is among the countries without a social media usaggegy. Furthermore, there is a lack of
empirical evidence on social media usage in the Slowemigolic administration, and this holds true for social
networks as a subgroup of social media (e.g. FaceboakeTvetc.) as well. A research analysing the usage of
social networks in the Slovenian public administratias not been conducted yet. This is the motivation for
the main research question of this paper: “Is the 8hian public administration exploiting the potential of
social networks?” The objective of the paper is two-fdlb) to evaluate the extent and the level of Facebook
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usage in the Slovenian public administration and (2ydmpare the results to the results of other studies on
social media usage in public administration.

We present an analysis of social network usage in 112 trgions of the Slovenian public administration.
More precisely, we have focused on Facebook as a soetabrk with the most users by far (thus presenting
the greatest potential for a large reaclof information). The 112 analyseatganizations represent all the

organizations of the Slovenian state administrationinistries, their affiliated bodies, and administrative
units). A detailed analysis and discussion of Facebookitagiof the organization that is most active within
this social network is also given.

The paper is organized as follows: in the next chapter,present the definition of social networks and its
relation to social media. In the following one, thetgoatial of social networks is explored in terms of the
number of its users (citizens, businessand public organizations). Afteratth an extensive literature review in
the field of social media usage in public administrat®priovided. Later on, the methodology of our research
is presented, followed by the presentation of resudtsd detailed analysis of the organization with most
frequent Facebook activities. Fiha the discussion with suggestions for further reséascprovided.

2. About social networks

The terms “social networks” and “social media” are freqgiye used interchangeably. Thus, we have to define
both and present the relationship between them.

According to Kaplan & Haenlein, “Social media is agm@f Internet-based applications that build on the
ideological and technological foundations of Web 2.0d dhat allow the creation and exchange of user
generated content” (2010, p. 61). In the contextpafblic administration, social media is understood as Web
2.0-based technologies fostering engagement wittizens, businesses and other organizations (Criado,
Sandoval-Almazan and Gil-Garcia, 2013, p. 320). Bastm devel of social presence/media richness and self-
presentation/self-disclosure, social media can be claskifito six groups, with saafinetwork as one of thefn
(Kaplan & Haenlein, 2010).

In general, social networks are defined as netwodfs“individuals (such as friends, acquaintances, and
coworkers) connected by interpersdneelationships” (Merriam-Webster, 48). In the context of Web 2.0,
social networks are services enabling their users thmaén features: (1) development of a public or partly
public profile within the boundaries & specific social networking site;) (Bisight into the list of users with
whom a user has a joint contact within the social netiking site; (3) monitoring their own and other users’
lists of connections @d & Ellison, 2007).

The most popular social networking sites nowadays are besde Twitter, and LinkedIn (Milanovic, 2015);
however, there are numerous other social networkingsiand applications (Boyd & Ellison, 2007) — see, for
example, the list of 40 most popular presented by Jairl220

Trends of social networks use (and social media ireg#) are largely dependent on the number of Internet
users, i.e. share of population ugithe Internet. In 2014, more than ithe quarters of EU-28 individuals aged
between 16 and 74 were using Internet regularly, aeleast weekly (Eurostaf015a), which is 10% more
than four years earlier (Eurostat, 2015b), and the trémdtill growing. In Slovenia, Internet is being used by
72% of individuals — 81% of them are using the Irgeravery day or almosevery day (Zupan, 2014),
indicating a good starting potential for a large numberso€ial networks users. Similarly, a growing trend can
be identified in the number of available al networking sites and applications.

The potential of social networks is explored in teraisnumber of their users — the larger the number, the
bigger the target group(s), the bigger the (potetireach of information communicated to them. This
potential is addressing three groups of social netwauksrs: (1) individuals, (Businesses, and (3) public
organizations.

" Number of users who have seen Facebook posts/pulissages.
2 Others are: blogs, virtual sl worlds (e.g., Second Life), collaborativejects (e.g., Wikipediaontent communities (g., YouTube),
virtual game worlds (e.g., World of Warcraft).
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2.1 Use of sacial networks among citizens

Participation in social networking is one of the mosinooeon online activities in E&8; approximately half of
individuals aged between 16 and 74 are using the Inteimedirder to use Facebook, Twitter, or other social
networking sites (Eurostat, 2015c). Figure 1 reveatgowing trend in online social network participation
While there were 40% of EU-28 individuals using therttieto participate in social or professional networks
in 2011 (33% in Slovenia), the percegegds much higher four years later: 52% for EU-28,389d for Slovenia
(Figure 1).
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Figure 1 Individuals using the Internet foarticipate in social or profsional networks in EU-28 and in
Slovenia. Source: Eurostat (2015b)

From the worldwide perspective, global social netiwgrenetration is estimated at 29% (Statista, 2016b).
There were 1.96 billion users of social networkingssand applications in 2015, and the number is expected
to reach 2.44 billion in 2018 (Statista 2016c¢). Facelimbly far the leading social network in terms of number
of users; in 2015, it had 1,65nillion users (Statista, 2016a).

2.2 Use of social media/networks by businesses

Social networks and social media in general gainechtitte among business entities as well. The latter have
soon realised that this sort of media presents additional rating channels, through which they can reach
potential customers and increase their revenue. Entisgs use social media for different purposes, the
prevailing being image building andopluct marketing (73% of enterpriseusing social media); half of
enterprises used social media to obtain customer a@pig or reviews, or to answer their questions (i.e.
improving customer service). About 30% of enterprisesd social media to involve costumers in development
or innovation of goods and seres (Giannakouris & Smihily, 2014).

In 2013, 30% of enterprises in EU-28 were using at estype of social media (e.g. social networks, blogs,
content-sharing sites, and wikis) (Giannakouris & SmiBil14). Social networks were more popular than
other types of social media, as 28% of entexps in the EU-28 were using social networks.

In Slovenia, 37% of enterprises with at least 10 employes® using social mediin 2013. The percentage
was the highest among large enterprises with morartt250 employees (65%) and the lowest among small
enterprises with 10-49 employees (35%). Social netwaeke the most frequently used type of social media
among Slovenian enterprises as well (3dfterprises use social networks).

2.3 Use of social media/networks in public administratio

As presented in previous sections, almost two billieividuals are using online social networks and almost
one third of EU companies is exploiting the potentélsuch networks. Social networks present a huge
potential for public organizations as well. The numbéusers participating ithese networks undoubtedly
represents an important (potentiaBdditional channel for communication between public orgations and
their customers (i.e. citizens and businesses). Unfortelgatresearch in this field is not as frequent and as
detailed as in the case of individuals (citizens) ansirmsses. From the international perspective, there are
two main surveys dealing with thissue, one conducted by eéhUnited Nations and thether by the OECD. But

® Although a slight decrea in Slovenia in 2015.
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even these two mainly explore social media usage imeg. The latest results dhe first one (UN, 2014)
reveal that 118 out of 193 UN member stat@i%) use social media for e-consultatibms closer look into
the results for 2010 and 2012 reveals an extremely pasitiend: in 2010, 11% of the countries and in 2012,
40% of the countries observed were using social medti@{fconsultations (UN, 2014). These results definitely
indicate that public organizations have already recogghithe potential of social media. On the other hand,
the research does not reveal the level of uptake withpecific countries (i.e. how many public organizations
are using social media and social networks specificatlf@what purposes).

The OECD report on pubkdministration "Government at a Glan@915" provides a comparison of public
administrations of the 34 member states in variouslds, including social media usage in the executive
government institutions. The survey is focused on tisage of two major social networking sites (Facebook
and Twitter) among the most important institutions ofetexecutive branch (president, prime minister, or the
government as a whole). The results presented betoe based on 25 responses (24 from OECD member
states and one from Columbia, a partner state). The OE@@gueveals that only a minority of governments
in the OECD area has adopted a social media usage sti(@@%)), indicating that #fhusage of social media as
a channel for communication with customers is still aperkment in public administration (Mickoleit, 2014).
Approximately half of the responding countries (12 out2&) have defined explicit goals and expectations
related to social media usage; the prevailing expgohs and objectives are improved communications,
stakeholder engagement, and servicdidery improvements (ibid.). A relagly low number of countries with

a defined social media strategy, or at least goals anmbetations related to social media usage, is somehow
surprising. Namely, this makes it difficto allocate sufficient resourcetiyman or/and financial) to individual
social media channels and, most importantly, to mon#od evaluate the results of social media activities (see
Sacred Heart University, 2017). This doog one of the reasons for a low ngentage of citizens using social
media platforms for posting their opinions on civil molitical issues (approx. 18% of Europeans) — especially
compared to the general uptake of these technologies (dickoleit, 2014, p. 34). One could argue that this is
in line with the generally low padipation in civic and political isss (especially) among young people.
However, an established social medisategy should include an agenda baw to stimulate citizens (or/and
businesses) to be more active in this context. But $hiky are already there — using social media every day
and participating in crowd-sourcing agties initiated from private entities.

Chile, for example, is a country with a well-developedia media strategy; it started in 2010 with an official
circular encouraging the use of social media acrogsQhilean government, followkeby the integration of
social media in the national e-government strategyl 222014 and a digital guide thitechnical assistance on
the use of new technolgies (including preconditiongapacities and skills necessary to make the best use of
social media) (Mickoleit, 2014).

Even though the number of countries with a formal soamddia usage strateggnd/or explicit goals and
expectations regarding these media is low, this is nfiected in the number of countries present on Twitter
and/or Facebook. Namely, 76% of the OECD membegsst@6 out of 34) have institutional Twitter accounts
for heads of state, heads of government, or governitseas a whole, and 53% countries (18 out of 34) are
officially presented on Facebook (ibid.). However, tidga does not tell anything about social media/network
usage in specific public organizatso(ministries, municipalities etc.). bddition, the OECD’s survey reveals
that only five out of 25 respondingpuntries measure the effects of@al media usage (Mickoleit, 2014).

Mergel and Bretschneider (2013) propose a thremgst adoption process for social media usage in
government: (1) intrapreneurship and informal expeeimtation, (2) constructive chaos and (3)
institutionalisation. In the first stage, social media are usddrinally within individual departments by those
who have been using social media before for privateppaes. The second stage is a response to the first one;
namely, in this stage, the advantages of social media have te®gnised by the organizational management,
resulting in the development of informal rules and sdands for the deployment and usage of the technology
(social media) within organizationaltsunits. In the final stage (institutionalisation), the organizasoofficial
social media strategy or policy document is developaticating a high level of formalization and standard
setting related to social media (acceptable) usage by gowent employees and citizens interactions via
official governmental social media accounts. Table rhraarises the main characistics of all three stages.

“ In terms of “engaging people in deeper contributionstw deliberation on publipolicies and services” (UN, 2014, p. 63).
® From 34 member states.
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Based on this classification and the data on sauviedlia usage in the OECD members (as presented above),
one can conclude that most of OECD members are betweerfitst and the second stage of social media
adoption.

Table 1:Characteristics of the threstage process model for social media usage in goverhmen

Role of Organizational Structure  Role of Technology Role of Outcomes Organizational Response
Stage 1: Decentralized, Important to allow for experi- Following outside best practices (repli-  Early tests lead to first ~ Unsanctioned accounts, not on
informal experimentation mentation cation of successes) insights the organizational radar screen
Stage 2: Coordinated chaos  Important to consolidate het- Increases in importance but mainly be-  Highly important to Task force, steering committee,
erogeneity of use cause of innovative use and routines create business cases draft policies/strategies
Stage 3: Institutionalization ~ New organizational structures Set of accepted technologies versus Important for future Formalized institutions, work
and consolidation wide range of innovative technolo- resource allocation assignments, tasks, roles,
gies to support different purposes dedicated resource allocation,

formal social media policies

Source: Mergel and Bretschneider (2013, p. 397)

In the following section, literature review in the fiedd social networking sites usage in public administrations
of specific countries is presented.

3. Review of Relevant Research

Social media usage in public administration haserb most often investigatedn the United States.
Mossberger, Wu and Crawford (2013), for example, $oon the usage of social media and other interactive
tools fostering civic engagement in large US cibesveen 2009 and 2011. The use of social media was
measured indirectly by investigatingehpresence of links to social medieacounts on organizational websites.
Their results reveal a considerable increase in sougia usage between 2009 and 2011; in 2011, almost 90%
of cities included in the survey were using Facebmod Twitter, followed by YouTube (75%) and Flickr (37%)
All of those with Facebook and/or Twitter accounts enaltediments to be posted by other users. In 2011,
social media usage in US local government was in foictie study performed by Reddick and Norris (2013).
Their results reveal that two thirds of US local goweents adopted at least one social medium tool, with
Facebook and Twitter being the préNgly used tools. The majority of local governmentsestigated were
using social media for one-way interaction. Factorfeaing the adoption of social media were: type of
government (municipality or county), size in terms @pplation, region, metropolitan status (central city,
suburban, independent), citizens’ educati@md years of experience with e-governm&nf year later,
Maultasch Oliviera (2013) investigated the usage of socialian® US local government. The study was
conducted among city managers. The results are similt#trdse by Mossberger, Wu and Crawford (2013) and
Reddick and Norris (2013): social media were usexhdly (88% local governments), among them most
frequently Facebook (92% of those using social meatid) Twitter (78 %), followed by YouTube (59%), iristan
messaging (56%) and LinkedIn (50%). Although extdissémination of information is the main reason for
social media usage, a substantial portion of US local govents uses social media technologies for other
tasks as well: getting a feedback on service qualiinternal collaboration on work tasks, and
enabling/facilitating citizenparticipation. Social medi obviously gained considerable attention in the US
(mainly local) government. This increases the need fop@r policies guiding the use of social media and
enabling transparent engagement with citizens. Spdiicies were addressed by Bennett and Manoharan
(2016), who confirmed that most US cities integrated aatiedia into daily operatits, but many lacked social
media policies guiding this usdgesee also Mergel, 2013a). In addition, the measuremériiteractions and

of the impact of social media communications is on¢hef most important tasks. This has been recognized by
private sector organizations relatively soon — otherwisew can they evaluate the value of their social media
activities? According to the study conducted by Mer@013b), social media managers in the executive
branch of the US federal government recognise the latkmeasurement practices for social media
interactions. Despite that, social medusage in public administration clearly has broadertp@sieffects in
the US. This was indicated by the survey, the resultghidh revealed that “social media is an effective means
for government to improve citizens’ trust in govenent by enhancing their perceptions of government
transparency.® (Song and Lee, 2016).

® Gesuele (2016), for example, focused on driversagiebook adoptin in Italian municipalities. The main driver turnedtdo be the
general economic status of the citizens.

" On the other hand, several social media policies haenbadoped in order to regulate empl@e behaviour on their private sial
media and/or institutional accountsee Bezboruah and Dryburgh, 2012).

8 Similarly, the survey conducted in Malaysia (Warren, Salaiend Jaafa, 2014) revealed thatsing social media for civic emgement
has a significant positive impact on trust propensity and thé thust had led to an increase trust towards institutions.
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The research conducted in Romania and Lithuania revealetatively high adoption of social media in public
administration as well. Two studies in this field have bikmtified recently in Rmania. Urs (2016) evaluated
Facebook accounts of Ranian city halls. Eight of them (17%) did establish Facebook presence at the time
of the survey, five published less thive posts in the period observed. T&y halls (40%) had more than 100
post published in 454 days (574 @verage). The pages with the héghh number of followers are those
presented by mayofs on average, the Facebook pages analysed had 15.26@éo. Another research in the
Romanian environment was performed by Nicolescu and M{@015) who evaluated the use of Facebook in
the Romanian National Institute of&istics. They identified several adtages of social media usage in the
field of official statistics, such aisicreased statistical literg¢ enhanced popularity of statistics, presentation
of statistical agencies as attractive employers, amghroved image of statistic organizations. Facebook
adoption in Lithuanian municipalities was iretfocus of the research conducted by Sinldamd Bryer (2016).
They came to the conclusion that the majority (77%) of rtipalities used Facebook, 41% of them established
their Facebook presence in 201%r later. But the usage is relatively limited — maiahye-way interaction
with very little feedback. Lithuanian municipalities dotrimve legal regulation/strategy for social media-
related activities/communication. Maliy one-way Facebook imaction was identified inhe Egyptian context
as well, as revealed by Abdelsalam et al. (2013) who evalsateial media usage in the Egyptian government.
First, they examined all registereggbvernmental domains in Egypt,lltawed by a two-stage analysis of: (1)
existence of social media applicatiofferums, surveys, blogs, RSS etc.) on governmentbasites and (2)
usage of Facebook by governmental organizations. Theyifiden33 working governmental Facebook pages
representing half of the total Facebook pages linked tovactiebsites. On average, these pages had 36.824
Facebook followers and 1.326 posks.general, social media communication by the Egyptian movent is
very basic and one-way.

The impact of social media usage on de-bureaucratisaéind shift in information flow was studied in the
Netherlands and China. De-bureaucratisation in relatmsocial media was studied by Meijer and Torenvlied
(2016) who focused on Twitter usage in the Dutch Poli¢e2 main questin they addressed was: “Does the
use of Twitter de-bureaucratise the organization ofip® communications?” They came to the conclusion that
most of Twitter communication “... still fit the bureauticanodel of government communications.” The shift
of information flow due to social media usage in the Chgovernment was evaluated by Zheng (2013),
whose research revealed that in China, social medih ttasome extent, shifted the information flow ... “from
a vertical, centralized and closed model into a harta decentralized and open network.” Also, Chinese
government employees lack social media usage-relatéits, and the government capabilities are not in line
with the capabilities of external society resultingimadequate, improper and delayed microblogging.

Some studies evaluate social media usage in (local) goemtnin the conéxt of crisis management.
Panagiotopoulos, Ziaee Bigdeli and Sams (2014), for deammluated the use of Twitter during and shortly
after the riots in England (in 2011). The authors arelyk.746 Twitter posts by 81 local governments in order
to explore how they attempted to reduce the effects of thiets and support community recovery and to
identify citizen-government Twitter collaboration. Thegme to the conclusion that “Twitter's conversational
features enabled different forms afollaboration. Collective action oftigens and councils co-evolved in
actions such as cleaning the streets, difing rumours and identifying suspects.”
Social media readiness in German state administratias in the focus of the stly conducted by Hoffmann,
Lutz and Meckel (2014) who developed the social mediainead model presented in Figure 2. The model
consists of five organizational and seven individaatecedents of social media readiness. Individual
antecedents include:

€ Demographics (age): younger employees have nexmeriences with social media, thus they are
more open for social media age in public administration.
Experience in terms of previous pte or business use of social media.
Performance expectancy — perceived usefulness of saadia usage in public administration.
Effort expectancy: fear related to increased workload eausy social media usage.
Social influence (peer pressure).
Self-efficacy related to personal affinity irnovative ICT and actual use experience.
Computer Anxiety: privacy and security-related fears.
The five organizational antecedents of social media readiaess

ah dh dh b dh dh

° Namely, in some cases, the fan pages by maipstead of the city halls pages were used.
'%Year of elections.
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Leadership support for social media projects.

Autonomy of those working on social media.

Structure (coordination between organizational units).
Processes (hierarchy and bureaucracy as the key dbsjac
Resources (mainly time and personnel).

a dh b dh dh

Organizational

Antecedents
- Leadership Support

- Autonomy
Structure

o] Organizational Social
Media Readiness

- Processes
Resources

Social Media Use/
Usage Intention

Individual Antecedents

- Demographic

- Experience Individual Social

- Performance Media Readiness
expectancy

- Effort Expectancy
- Social Influence

- Self-Efficacy

- Computer Anxiety

Figure 2:Social media readiness model. Source: Hoffmann, LutMmattel (2014)

Table 2 provides a review of recent research in tleddfiof social media usage in public administration. It
shows that social media usage in public administrathas mainly been measured on the level of local

government with prevailing foion Facebook and Twitter.

Table 2:Review of research in the field of social nedsage in public administration organizations

s Geographical Measurement Social media
ource ; Focus
focus unit evaluated
Romania,, . o
compared to Social media impact on
Nicolescu and Miric - National Institute official statistics
Australian . Facebook N
(2015) of Statistics communication and
Bureau of : .
. dissemination
Statistics
Drivers of Facebook
Gesuele (2016) Italy Municipalities Facebook adoption among
municipalities
Agencies and
Hoffmann, Lutz and Germany district Social media in general Social media readiness
Meckel (2014) L .
administrations
Organizations Facebook, Twitter,
Abdelsalam et al. Egypt with gov.eg YouTube, Wiki, Presgnce,usageand
(2013) ; . effectiveness
domains LinkedIn, Skype
Facebook, Twitter, Social media usage, its
o YouTube, LinkedIn, purposes and
Oliveira and Welch us ch_al government Govloop, Skype, Flickr, organizational factors
(2013) (cities) ; L .
Instant messaging, determining the coupling of
MySpace, GoogleDocs social media technology
Bezboruah and . L . . -
Dryburgh (2012) us Local government | Social media in general Social media policies
Urs (2016) Romania Local government | Facebook Faceb(_)ok usage and
analysis of Facebook pages
Sinkien i and Brver Facebook adoption and
(2016) ! Y Lithuania Local government | Facebook performance in
municipalities
Juki tand Merlak . Local self- Facebook usage and
Slovenia government Facebook :
(2016) L analysis of Facebook pages
(municipalities)
Impact of Twitter on de-
Meijer and Torenvlied The Netherlands Police Twitter bur_eaucratlzan(_)n o_f the
(2016) departments police communications
organization
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Geographical Measurement Social media

. Focus
focus unit evaluated

Source

Panagiotopoulos,
Ziaee Bigdeli and England Local government | Twitter
Sams (2014)

Twitter usage during and
shortly after the 2011 riots

Social media effects on
fostering online civic
Malaysia Citizens Facebook engagement and building
citizen trust and trust in
institutions

Citizens’ Use of Social
Social networking sites, Media in Government,
blogging, Twitter Perceived Transparency,
and Trust in Government

Warren, Sulaiman and
Jaafar (2014)

Song and Lee (2016) us Citizens

Twitter, Facebook,

Executive branch | YouTube, Blogs, Flickr, Use of social media and

Snead (2013) us (Agencies) RSS feeds, podcasts publ!c participation with the
. media
and videos
Federal Factors influencing internal
Mergel (2013a) us SMin general adoption decisions to use
government ! ;
social media
Yi, Oh and Kim (2013) | US and Korea Government Social media in general Evaluation of S.'O.C'al media
usage and policies
Federal
Mergel (2013b) us government Social media in general Mea_surement .Of social
(executive media interactions
branch)
Mossberger, Wu and . Facebook, Twitter Use O.f social _networks and
’ us (Large) cities ' ’ other interactive tools for

Crawford (2013) YouTube, Flickr

civic engagement
Drivers, challenges and

Local (municipal)

Zheng (2013) China Microblogging

government capabilities
; : Facebook, Twitter, . . .
Reddick and Norris us Local government | YouTube, Flickr and Sc_)mal media adc_)ptlon and
(2013) bloaai drivers for adoption
ogging
Bennett and Local government . o . . .
Manoharan (2016) us (cities) Social media in general Social media policies

4. The use of social media in public mwhistration: The case of Slovenia
4.1 Methodological framework

We analysed the Facebook profiles of 112 organizationshef Slovenian state administratibn More
precisely, we analysed Facebook usage by:

€ ministries (14)
€ bodies affiliated to the ministries (40)
€ administrative units (58)

The analysis was conducted in the period betwe&d December 2015 and 7 January 2016. For each
organization, 16 indicators were assessed, which wexssifled into four groups: Jlusage, (2) multi-channel
features, (3) engagement, and (4) multi-media features. ®itdel list of all indicators measured is presented
in Table 3.

A detailed analysis of Facebook activities was perforioe the Slovenian armed forces, identified by the
research as the leading organizationthe field of social media commication. This angikis was performed
with two tools: FacePager (Keyling and Jiinger, 2014Yag&rowd (2017).

" The Slovenian administrative system iitiered, meaning that state administraticand local self-government are separat@dimacy
is given to the state government, while local self-gowveent (municipalities) has an instrumental nature (KqQva014). Local self-
government (municipalities) isot included in the research.
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Table 3:List of measured indicators

Group Indicators measured Indicators’ values
Existence of organization's Facebook profile yes, no
Year of entry on the Facebook network year (e.g. 2011)
Number of all posts in 2015 number
f calling for suggestions, cooperation via
Usage Facebook
f calling for suggestions, cooperation via
Types of posts other channels (e.g. e-mail)
f  providing information on past events
f  providing information on future events
f  other posts
Availability of link to the Facebook page on the es o
Multi-channel organization’s web page yes
features Availability of link to the organization’s web page s no
on the Facebook page Yes,
Number of Facebook fans (likes/followers) number
Possibility of writing on the Facebook page by
yes, no
other users
Number of posts by other users in 2015 number
Number of posts calling for cooperation/opinions number
in 2015
Engagement
Number of polls in 2015 number
Number of comments to posts number
Number of comments posted by organization number
Number of comments posted by other users number
Number of shared posts number
Multi-media Number of posts with multi-media content in
number
features 2015

4.2 Presentation of the results
4.2.1 Usage and multi-channel features

The first step in our research was aimed towardsedmining whether the organizations were present on
Facebook, the social network with by far the mosenssamong all social networking sites. The research
revealed that 14 out of 112 analysed organizationgemgresent on Facebook, representing 13% of studied
organizations (Table 4 — left). Onc&acebook page is set up, the challeigyé attract the target groups (i.e.
fans, the target group of messages/posts published @nRhcebook page). One oftlvasic principles in web
marketing is to put the link to the Facebook page oa tiebsite of the organization, thus informing website
visitors that the specific organization is present orcdtmok as well, and that they can follow its posts via
additional channel(s). On the other hand, Facebook, indabmetext of web marketing, is a good channel to
attract visitors to the organizationwebsite. Most of the organizationsith Facebook profiles (71%) have a
link to their Facebook page placed on their websites Idly while all except one have a link to their websites
placed on their Facebook profiles (in the “About” sexajicAmong the organizations with a Facebook page, 8
(57%) have joined Facebook in thetlthree years, whereas others did so earlier (the first an2009).

Table 4 Organizations with a Facebook page (left) and linkkeir Facebook profiles on the websites (right)

Facebook presence Link to Facebook page on website
n % n %
Yes 14 13% Yes 10 71%
No 98 88% No 4 29%
Total | 112 | 100% Total 14 100%
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The main feature used by Facebook users (be it iitha@ls, businesses, or public organizations) are posts —
messages published on the wall/timeliné a specific Facebook page. Thexeo specific guide on how often

to publish posts in order to be seen by more Facebosdrs/fans. However, the research conducted on the
sample of Facebook pages owned by private orgaoat{Cohen, 2015) indicates that posting 1 to 4 times
per week has the highest reach (the number of peopleowtave seen posts/messages published) and
engagement rate, i.e. the percentage of people wlee @ post and like, share, click, or comment on it
(Facebook, 2015). On average, organizations with abBakepage published 152 posts on their walls in 2015
accounting for 2.9 posts per week. However, this nhumsleould be considered with some reservations.
Namely, two organizations (General Staff of the Slovesiened Forces and Ministry of Foreign Affairs) had
more than 500 posts, while five organizations had zer@0 posts in 2015. On average, only six organizations
comply with the 1-4 posts per week rule of thunibthe number of posts in 2015 for all organizations is
presented in Figure 3.
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Figure 3 Number of Facebook posts in 2015

These posts were classified into figeoups: (1) calling for ggestions, cooperation vigacebook, (2) calling for
suggestions, cooperation via other channels (e.g. @&mé3) providing information on past events, (4)
providing information on future events, (5) other postss presented in Table 5, the intention of 51% of all
posts published in 2015 was to provide informationpast events, approximately 10% of the posts provided
information on future events, almost 40% provided otheiormation (of a more “static” nature, e.g. about
elected councillors, new road sections, etc.), and ldsmn 2% of the posts encouraged fans to submit
suggestions via Facebook or other channels (e.g. e-nvdi)le the first two categories of posts (calling for
suggestions/cooperation) will be discusdsi| the next section, it can be tem at this point that the ratio of
posts informing fans about past to posts informing abfuttire events is not ideal. While informing Facebook
fans about past events may be useful in termsimfage building and raising fans’ awareness of the
organization’s activities, announcemenof future events have the potential of engagement ofsfan these
events (indeed, not all events are meant to include/inlietarget groups).
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Table 5:Types of posts publishemh Facebook pages in 2015

n %

Posts calling for suggestions, cooperation via Facebook 1 0.05

Posts calling for suggestions, cooperation via other channels (e.g. e-mail) | 24 | 1.13

Posts providing information on past events 1073 | 50.57
Posts providing information on future events 200 | 9.43
Other posts 824 | 38.83
Total 2122 | 100

4.2.2 Engagement

On average, organizations with Facebook pages ha&@@lajsers liking their pages (i.e. fans). The page with
the lowest number of Facebook fans is the one by the Gten®Office of the Republic of Slovenia (7 fans). Only
two organizations have more than 10,000 Facebook:f@eneral Staff of the Slovenian Armed Forces (13,262
fans) and the Police (11,782 fans). In general, ittm@ooncluded that there is room for improvement in terms
of numbers of fans that organizations attract via Famek. The number of fans, namely, is an important factor
of reach and engagement rates. To put it simply, the éffifca Facebook page of a (private or public)
organization is not significant if it does not attract fantarget group of Facebook communications. The higher
the number of fans, the higher the reach and the higher plotential for engagement.

An organization can enable or disable the option of otheers writing on their Facebook page. Enabling this
option definitely opens room for cooperation and indicat¢hat an organization is open to feedback,
suggestions, and other types of users’ input. Our aialyeveals that only half of organizations with a
Facebook page (7 out of 14) enable writing on thegelBaok wall by other users. Among those that do allow
that option, 58 such posts were plikhed on their walls on average in12 The Ministry of Justice had the
lowest number of other users’ posts published on itsdBaok wall (7), while the tgest number of such posts
(177) was written on the page of the General Staff of thev&lian Armed Forces. While the number of
organizations allowing posts from other users on their baok pages cannot be satisfactory (taking all of 112
organizations from the initial sample as a base, only 6% gdrizations enable this option), the average
number of other users’ post on Facebook pagesrghnizations allowing that is relatively high.

Social networks have the potential to involve usemsfan the early stages of policy process — problem
identification (see a complete policy cycle in LAITS6R® this stage, fans havedlpotential to highlight the
issues they believe are important. Saaonetworks, and Facebook specifigacan be used in this context for
encouraging fans to communicate the suggestionsRaaebook or via other chaels (e.g. e-mail). In the
previous section we classified all posts published acdfook pages of the organizations analysed into five
groups (Table 5). The results of our analysis, in terimsimber of posts with the potetial of involving fans in
the early stages of policy process, are somehow wogryln 2015, only one post out of 2,122 called for
suggestions or other forms of usecsioperation via Facebook, while altogether 24 tried to emage users to
do so via other channels. None of the organizations wiffacebook page exploited the potential of Facebook
polls, even though there are free and user-friengjfplications available to implement this option.

One indicator of Facebook engagement rate is dls® number of comments psied to specific posts
published on organizations’ Facebook pages. These comnumisbe posted by other users or by the
organization “owning” the specific page. Both ind@a are important. While the number of comments by
other users indicate higher engagement rate, the numiecomments posted by the organization owning the
page, on the other hand, indicates the importance of Fackbcommunication in the eyes of the specific
organization. Our analysis (manually) identified 4,06@ments to the post publishedn Facebook pages of
the organizations studied. These posts include commentzogis published by organizations and other users.
Among these comments, the majority (97%) were postedialmg, and only 3.4% were posted by organizations
(owners of specific Facebook page). Among all the centsn(4,060), 94% were posted on the Facebook page
of the General Staff of the Slovenian Armed Forces (38fbihe Police (38%).

Sharing Facebook posts is also an indicator of the engagferate. It also has the potential to attract new
fans. The results of our research reveal that Faceboak $hared posts published on Facebook pages of public
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organizations 5,949 times (on average 425 times per orgéinh with a Facebook page). Most of the shares
(4,842) happened via the Facebook page of the P§46&6) and the General Staff of the Slovenian Armed
Forces (36%).

4.2.3 Multi-media features

It is a common guideline in the context of web marketihgt posts with multimediacontent (photo, video, or
audio content) have a higher reach. The reason fat ils that online visitors do not read online content
thoroughly, but usually just scan thugh it. On average, the organizations analysed posted 1p88#s with
multimedia content, which accounts for 71% of all po$thile this result is relatively good, it still indicates
room for improvement for approximately 30% of tlwentent published on Facebook. Three organizations
posted none, and six of them posted more than 100 quadts.

5. A detailed analysis of Facebook activities of the ®aian Armed Forces

Since the Slovenian Armed Forces (heaxéter: SAF), an organization affilidtéo the Ministry of Defence, has
been identified as a leader in terms of Facebook activitiets Facebook profile will now be explored in
greater detail.

SAF established its Facebook presence in 2012. Aoliitk Facebook profile (as welk to four other social
media tools) is placed on its official webéitend vice versa — its website URL is placed on the Facebook
profile. This indicates that, at least from this pointwoéw, it established some (formal or informal) channel
integration strategy. SAF is also successful in reaclsirigris/followers; namely, the number of followers &f i
Facebook page (13.262) is the highest amongfdhlie organizations observed in the research.

Facebook users can post messages on the SAF’s prdfitdh is an indication of its willingness to establish a
two-way interaction with Facebook users. This is na tase in the Police and Ministry of Foreign Affairs,
which are also leaders in terms of quantity of Facebaciivities (i.e. the number of followers, publishedst®

and comments to the posts).

In 2015, SAF published 533 posts on its official haaale page; this result ranks it second among the
organizations observed (right after the Ministry of HgreAffairs with 593 posts). The intention of most of the
posts is to inform followers about past (299 or 56%)ubuife (58 or 11%) events in the area of SAF’s work (e.qg.
about trainings attended by members of the SAF). Using a vetoud tool TagCrowd (2017), the most
frequent words appearing in the posts were identifiedg(Fe 4). The cloud presented below indicates that
words related to the members (Slovenian: “pripadhik‘pripadnikov”) of the Slovenian (Slovenian:
“slovenske”) Armed Forces (Slovenian: “vojske” ov™“fr Slovenian army) are most frequent in the SAF's
Facebook posts (altogether used 355 times). Photos-relatedis (Slovenian: “foto” and “fotografije”) are
also relatively often included in SAF’'s posts content thiin line with the fact that SAF has the highest
number of posts (498 or 93%) with multimedia content (@lgotos and videos).

brigade danes
daniel enote fOtO
fotografije konting
mlakar
pr]padn]k] pripadnikov
SlOVGI’]Ske slovenskega SV

ISD

[¥]

ua

S -

! U

Vi Jske

Figure 4:Frequency of words in the posts published by the @i@an Armed Forces on its Facebook page in
2015

2 2nd place with number of posts, 1st ptawith number of followers and 1st placetivinumber of comments to the posts publighen
their Facebook page.
'3 Slovenian Arme&orces (2017).
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The level of engagement of SAF’s Facebook followersviably high. This is reflected by the number of times
they liked and commented SAF’s posts published ih52@&s well as by the number of posts initiated by
Facebook users. Altogether, SAF’s Facebook posts gadn@dO likes representing an average of 120 likes per
post. 2.198 comments were posted to their posts (on averfmgir comments per post). A detailed insight into
the content of the comments reveals that SAF’'s Facebook faisly express a large amount of support to
SAF and its members. Figure 5 represents a word adendrated from the comments to SAF’s posts; the most
frequently appearing words are “bravo”, “congratulationSlovenian: “estitke”) and “good luck” (Slovenian:
“sre no"). In addition, SAF joined the communication with atsn comments 85 times which again ranks it
first among the observed organizations of the Sloversate administration. This indicates that SAF is using
Facebook for two-way interaction which is not the casetimer organizations. SAF holds a leading position
also when it comes to posts initiated by Facebook follower@mely, 177 posts were posted by other
Facebook users. Most of them, again, promote SAEttvities (e.g. trainings, important meetings, new
equipment etc.).

Figure 5:Frequency of words in the comments to posts publishgdhe Slovenian Armed Forces on its
Facebook page in 2015

To summarise, SAF represents the only organizatidheoSlovenian state administration that has integrated

social media activities into its daily operations. It has attracembnsiderably large number of Facebook users
as well as their high engagement level. Most of g8tzial media activities are evidently focused towards
building the SAF’s public image eTdnalysis confirms they are successful in pursuirgygbal.

6. Comparison of the results with other countries

A detailed comparison of the results of the above anldeotresearch in the field (as presented in chapter 3)
cannot be carried out due to four reasons, all related to noelitiogical frameworks:

€ Different measurement units: while the research on abanedia usage in Slovenian public
organizations focused on state administrationganizations (ministries, bodes affiliated to the
ministries and administrative units), most othersearch in this field focused on municipalities.
However, as mentioned in the methodologicfdlamework of our research, the Slovenian
administrative system is two-tiered meaning theate administration and local self-government are
separated. This implies that tasks and responsigdibf the municipalities in some countries might
be the responsibilities of state administrati¢@specially administrative units) in Slovenia.

€ Social media channels observed: the researchdeduon different social media channels (mainly
Facebook and/or Twitter).

€ Timespan: research in the field was conducted ffetint years. In addition, where specific social
media activities were measured (i.e. number azwhtent of the posts published on social media
sites), different periods were observed.

€ Indicators measured: the research instruments usfter in what was measured/observed as well.
While presence on social media platforms icanstant in such research (although sometimes
observed only via links to organizational socisdia profiles on their official websites), other
indicators include number of posts, engagement rates, bemof followers etc., and different
average values of these indicators, as well asgirson of social media in daily activities and
similar.

Due to the above differences in methodological framekgoin the field of social media research in public
administration organizations, the comparison can only beesficial.
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The research presented in chapter 4 reveals that di$o of Slovenian state administration organizations
established a Facebook presence. This is a very lowopocompared to all other research in the field.
Namely, the latter reveals at least one social mediowl was adopted by 88% of US local governments two
years earlier (Maultasch Oliviera, 2Q1Bdicating that, in 2015, when the research was condiiateSlovenia,
this portion could be higher. A relatively high adoptiohsocial media was also identified in Romania and
Lithuania — while in Romania 83% of city halls estaddisin Facebook presencer§)J2016), a 77% adoption
rate was identified in Lithuanian municipalities (Sink8amd Bryer, 2016). In Egypt (Abdelsalam et al., 2013),
the adoption rate was lower (50%), tstill much higher than in Slovenia.

While external dissemination of information is the main masfor social media usage in US local
governments, a substantial portion of US local govemisieise social media technologies for other tasks as
well — for example, for getting a feedback oservice quality and enabling/facilitating citizen
participation(Maultasch Oliviera, 2013). This is not tase in the Slovenian state administration where
Facebook is mainly used for one-way interaction, Whic also the case in Romania (Urs, 2016), Lithuania
(Sinkien&and Bryer, 2016) and Egypt (Abdelsalam et al., 2013).

The number of followers (i.e. users liking a spedficiainetworking page) is one of the indicators (though the
most basic one) revealing the engagement rate. Im&aa, for example, the average number of fans was
15.260, while in Slovenia this numbersvauch lower — 2.601 on average. wéwer, the target group(s) in the
Romanian and Slovenian context differ greatly in $&evenia has approximately two million of residents,
while Romania around 20 million). The number of posblished on social media sites is another indicator
revealing how much effort organizations put into sogradia activities. This was measured in Romania (Urs,
2016) where 574 posts were published on Facebook efteity halls on average in 454 days, while 152 posts
on average were posted by Slovenian public organizations.

Slovenia has no strategy or formal policy on somadia usage for external communication and the same
strategic deficit was identified in hUS, Romania and Lithuania (ibid.).

To summarise, the level of Facebook adoption in Slovienrary low in the international context as well. One-
way interaction is the main reason for social netwoudsage not only in Slovenia, but in other countries as
well. The same holds true for the lack of strategic frarmdwin the field and/or policy on social media usage.
An exception here are the Slovenian Armed Forces whasle managed to integrate Facebook activities into
their daily operations, resulting in a high numberfraicebook followers and their engagement level.

7. Discussion and suggestions for further research

Social media and social networks specifically have beeognised as an extremely valuable marketing tool in
private sector organizations. Publiaganizations, on the other hand, seemtie somehow lost in this field. On
the basis of our research, we can answer the initial redeguestion (“Is the Slovén public administration
exploiting the potential of social networks?”) negetly. Only 14 out of 112 analysed organizations have
established their Facebook presence, and for most of thmmsiderable room for improvement has been
identified in terms of usage of Fdu®ok as a social network with theghiest reach and engagement potential
in terms of number of its users.

Based on the three-stage adoption process for sauiatlia usage in government developed by Mergel and
Bretschneider (2013), we can conclude that the Slovesiate administration organizations are at the first
stage — intrapreneurship and informal experimentation. In erde proceed onto the next stages, the
Slovenian government will have to adam official social media strategnd related guidelines. Such strategy
has to define the goals of social media usage, key (oksadministrators of Facebook pages), processes (e.g.
the policy making process supported by social nekspr challenges, and analytics indicators enabling
measurement of success in reachthg goals of social media usage.

Taking into account previous research in the field, twmmon points can be identified for social media usage
in the Slovenian public administratiand public administrations worldwidsocial media are mainly used for
one-way interaction and there is a lack of formal poSaigiiding social media usagepublic administration.
We believe that the results of our research presentaatied value for practitioners and researchers — both
domestic and international. For domestic practitionersg\tiprovide a thorough situation report in the field of
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social network usage in the Slovenian state admiaf&in and its unexploited potential. For foreign
practitioners, they enable a comparison of the sttom in this field (between their organizations and
Slovenian public organizations). Theshomportant lesson for public admistration organizations from other
countries is the importance of a socrakdia strategy. Such strategy shofddus on two-way interaction with
stakeholders, otherwise there is not much added value frii® social media communication compared to
well-established websites. For researchers, the papewrides a basis for a comparative review in this field
and methodology developed for measuring the usafjeocial networks in public administration.

The main shortcoming of our study is not taking into aetdhe organizations’ target audiences (which is the
case in the majority of similar studies). This is whyeoesults should be read (and understood) with some
reservations. Namely, some organizations have latgaget groups of users than others. This is why the
number of followers and the number of posts by othesers, for example, do not say much when compared
among organizations. However, they do, to some extent, aidiche level of Facebook adoption among

organizations in focus.

Even though we have included in our research a idenable number of Slovéan public administration
organizations, further research efforts in this field migbtsider expansion in three directions. First, it would
be interesting to analyse the usage of other populatigbnetworks in public administration (e.g. Twitter).
Second, the results would be more indicative if mypdliiies (i.e. local self-government) were included ie th
research. The Slovenian local self-government systemsists of 212 municipalities, thus it would be
interesting to analyse how these municipalities exploitiabnetworks for strengtbning citizen participation

in local governance. Finally, the research in this fedds an international dimension. While OECD’s and UN'’s
efforts in this field are valuable, they do not provide etailed view on online social networks exploitation in
their member countries.
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Abstract: Tax administrations need to become more efficienedo a growing workload, higher demands from citizens,
and, in many countries, staff reductiand budget cuts. The novel field afalyticshas achieved successes in improving
efficiencies in areas such as banking, insurance and.réailytics, which is often described as an extensive usiat,
statistical and quantitative analysis,@anatory and predictive models, and facdded management to drive decisions and
actions (Davenport and Harris, 2007: 7), Vitsll in tax administrations, that typittg have access to large volumes of data.
In this paper we will answer the question how analytics dbates to aCompliance Risk Managemeaypproach — a major
trend in taxpayer supervision in the last decade. Thenntasks within compliance risk management include risk
identification, risk analysis, prioritidan, treatment, and evaluation. The answer of the researchstjpe gives more
insight in what we can expect from analytics, and will sissix administrations that wa to improve their analytical
capabilities. Attention is paid as well liitations of analytics. Findings include that over halfraf activities in taxpger
supervision can be supported by analytics. Additionallnaich is presented between supeasion activities and specific
analytical techniques that can be applifmt these activities. The article also contains a short castyf the Netherlands
Tax and Customs Administration on selectiotVaiT refunds with analytical techniques.

Keywords:tax administration, taxpayer pervision, compliance risk managent, analytics and data mining

1. Introduction

Tax administrations need to become ma#icientdue to an expanding workload often combined with staff
reduction and budget cuts. Workload increases by a grgwiumber of taxpayers — both private individuals
and business - and a rise in dynamics of the taxppgpulation (shifting from employment to self-employed
and vice versa). In addition workload expands by growitgrnational trade, partly due to new developments
in e-commerce (EU, 2011: 2). Another reason to impreffieiency is the rising expectations of citizens that
want cheap, high quality governmengencies. These rising expectatiare partly due to higher education
levels of citizens (OECD, 2004a: 9) combined thighexperience of better performing non-governmental
organizations and businesses.

‘Analytics’ is a promising candidate fonproving efficiency in the administration of taxes. Davampand
Harris (2007:7) define ‘analytics’ as an ‘extensive usiat#, statistical and quantitative analysis, explanatory
and predictive models, and fact-based managementtive decisions and actish and we will follow this
definition in our paper. Decisions and actions that residtn an analytical approach, have often led to more
efficient processes (Davenport and Hgyr2007) in organizations that asimilar to tax administrations with
respect to their size and activities. Moreover, tax adistrations meet an important condition for starting
with analytics, namely the availability of data: they geate a lot of transaction data and have access to many
third party data. Additionally, tax administrationprocess huge amounts of money, so even small
improvements of their operations can yield substanfmbnetary) benefits. It could be argued that - as a side
effect - analytics can increase objectivity with respéatthe treatment of taxpayers. Note that the
development of analytics has been made possible by gs®jin information and communication technology.

Interest of tax administrations in ‘analytics’ or ‘data exploitatias’therefore evident. Also international
bodies like the Organisation for Economic Co-opjenaand Development (OEY, the European Commission
(EC), and the Intra-European Organisation of Tax Adnati@is (IOTA) have put analytics on their agenda.
Moreover, several tax administrations (among othéng tax administrations of The Netherlands and the
United Kingdom) are investinconsiderably to reap thisenefits of analytics.
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In this paper applications adnalytics are limited téaxpayer supervisioand more specifically to a so-called
Compliance Risk Management approacta major trend in taxpayer supésion in the last decade (section
2.1). Taxpayer supervision can be piosied among other activities of axadministration byconsidering the
following dichotomy. In general, a tax administratiorsithe following two tasks: (1) to make it possible for
taxpayers to pay taxes, and (2) to examine whetheipéyers actually pd them. The first task requires a
proper organization of internal processes like a taturn filing or tax paymenprocess. The second task
requires an adequate supervision process. These two taaks of a tax administration coincide largely with a
distinction made by Davenport and Harris (2007:15)eyTHistinguish between applications of analytics to
improve internal processes (financial, manufacturinB&D, and Human Resources) andernal processes
(customer and supplier prosses). Note that the terrtaxpayeris used broadly in this paper, as a term for a
private individual, a business, a not-for profit or arlgey legal entity that is taxable.

The obijective of this paper is to explore the applicabditynalytics in a taxpayer supervision context. In this
paper we will answer the question how analytics adnites to a Compliance Risk Management approach.
This exploration will lead to more insight into what to egpffom analyics in taxpayer supervision and will at
the same time give directions to tax administration#ling to improve their analytical capabilities in taxpayer
supervision. It also offers some insig to researchers in e-Governmenttiwvian interest in the potential of
analytics for governmental organizations. Attention dso paid to limitations of analytics in taxpayer
supervision.

To answer the research question, the terms ‘analjtiand ‘compliance risk management’ are decomposed
into underlying techniques and activities, based oe #vailable literature. Subsequently the techniques are
mapped to supervision activities, according to their refmsand suitability. To illustrate the practical side of
analytics, a short case study is includedyhich one of the autbrs participated.

The paper is organized as follows. Section 2 explostated research. Section 3 sketches current
developments in analytics in tax administrations andhe insurance and bankirggctor. Section 4 describes
typical activities in taxpayer supervision and typical clasdemnalyticaltechniques. These are subsequently
mapped onto each other and a roadmap for analyticekpayer supervision is sketched. Section 5 presents a
case study of the Netherlands Tand Customs Administration (NTCA) (NTCA, 2016) aimedtedtidg
erroneous VAT refunds. Section 6 contains conclusans a discussion on the further development of
analytics in taxpayer supervision.

2. Related research

In this section we look more closely to relevant sciémntiferature related to the areas of research, supervision
and analytics. In 2.1 we briefly discuss theories almoodern supervision. Subsequéntin section 2.2 the use
of analytics within tax administration is described. Finalty2.3, we discuss the managerial literature on
analytics.

2.1 Theories about modern supervision

Tax compliance is subject of research for a long timedirestarting with the semal paper of Allingham and
Sandmo (1972) in which theconomics-of-crime theorwas discussed. This theoigoks at a taxpayer as a
‘homo economicus’, deliberately weighitige expected utility before deciding to comply with the faws. As

a reaction, tax administrations use salled ‘deterrence’ strategies, which are based upon theiagxion that
the threat of detection and punishment enforces complianicethis view, frequency of audits and size of fines
are tools for treating non-compliance. Analytics mighintribute to such a strategy, by optimizing the
selection of taxpayers for audjtdetecting fraud, and calculating optimal values of fines.

However, in practice observed compliance levels praeeble higher than predicted by this early theory. This
gave rise to new theories about influencing tax coampdie behaviour. These new theories have identified
many factors that play a role in the actual behavioutadfpayers (Andeoni, Erard aReinstein, 1998), such as
psychological factors, personal norms, social nortias,morale, and opportunities for tax evasion. A review
paper of Jackson and Milliron (1986) summarizes tampti@ance research in the period 1970 - 1985, while a
review paper of Richardson and Sawyer (2001) extémdsperiod towards 2001. A more recent overview is
given by Alm (2012). Research showed that ‘deterrestcategies’ alone are unable to efficiently attain or
maintain desired compliance levels (espéygigiven a finite level of resources).
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New insights in behaviour generated new ideas abouti@@and persuade’ strategies. Several scholars from
Public Administration have suggested policies for afie supervision, such abe theory of responsive
regulation of Braithwaite (2007) and the psychologypefsuasion of Cialdini (2004). These policies suiigges
new instruments for treating non-compliance, like limitirgpportunities to make errors or reducing
unintentional errors by improving services. Analymgight contribute in such a strategy, for example, by
providing a more accurate description of taxpayer behaniduvestigating areas of frequent unintentional
errors and detecting taxpayers needs fmproving taxpayer services.

The OECD (2004a) and the EC (2010) encourage taristtations to combine bothstrategies within a so-
called Compliance Risk Managemeapproach, in which a tax administi@ attunes its strategy to the
taxpayer's behaviour. In this papeve will discuss taxpayer sup&ion from the perspective of tax
administrations applying a Compliance Risk Management approach

2.2 Analytical applications within tax administrations

The authors could track fourteen artes published in scientific journagming at improvig efficiency of
taxpayer supervision with analyticaldeniques. These articles focus on g specific techniques. Articles
treating ‘analytics’ as a general concepthin tax administrations were not found.

Eleven of these publications focus on audit selectibime techniques used follow developments in computer
science and statistics. Publications from the 1980s treatd@mdnantly techniques from statistics and
econometrics that require limited computations. Thise of computer power in the 1990s, got computer
scientists interested in extracting knowledge from dats well. Publications on audit selection from that
period onwards, focus on these newer techniques.

Several studies report an increasing yield of auditsdigguanalytics in the selectigarocess. Hsu et al. (2009:
25) report a significant increase in efficiency (63&hgared to the manual selectivof audits in Minnesota
(USA). Gupta and Nagadevara (2007: 387) reporhenease of the 'hit rate' of up to 3.5 times compdrto
random audit selection of VAT returns in India. Wu et #1122 8777) claim an iproved accuracy compared
to a manual process in Taiwan. Da Silva, Carvalllb Souza (2015: 227) conclude that results are very
promising for the tax administration, when studying auditestion for tax refunds in Brazil. In spite of these
successes, analytical techniques #adit selection are still often used in isolation and notyfdmbedded in
the supervision processes.

2.3 Managerial literature on analytics

Analytics has received much attention in the managerial litewatgince the appearance of the book
‘Competing on Analytics’ (Davenport and Harris, 200&venport and Harris point out that analytics is more
than a mere collection of techniques; by adopting i&t&gy of incorporating these techniques consistently in
decision making processes, a compeétadvantage can be created. Since then, the managerial aspect o
analytics has been the subject of many articles. Many of thdirfgs and developments on the managerial
aspect, along with some concrete examples, can lb@dan the subsequent books of Davenport (Davenport,
Harris and Morison 2010 and Davenport, 2014). Recemtlyew articles have beeappearing, reviewing the
managerial literature on analytics for sectors like Sygphain Management (Wamba and Akter, 2015) or E-
commerce (Akter and Wamba, 2016). Coverage alydins in government has been relatively weak.

3. Practical Experiences with Analytics

In this section practical experiencestlwanalytics are discussed. Genegaperiences of tax administrations,
based on the results of an OECD supeeg discussed in 3.1. In 3.2 wetis on the experieres in the banking
and insurance sector, which can be seem &sontrunner’ in the use of analytics.

3.1 General experiences of tax administrations

In 2016 the OECD, Forum on Tax Adstration (FTA) issued the repaftdvanced Analytics for Better Tax
Administration(OECD, 2016), which provides practical exampié®w tax administratins are currently using

advanced analytics. OECD describes ‘Advanced analytithegsrocess of applying statistical and machine-
learning techniques to uncover insight from data, and ultinhate make better decisions about how to deploy
resources to the best possible effect”. Especially the ofstatistical techniques to make inferences about
cause and effect is interesting for those tax administrationat thpply aCompliance Risk Management
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strategy in which they try to influence taxpayer behavioo comply with fiscal rules. The report states that
advanced analytics iproving an extremely valuable tool in improving tax administratiefiectiveness
meaning that it allows tax administratis to achieve its goals (as e.g. a higher level of danga) in a better
way compared to the situation not using advanced analytice féport however does not make any
assessment and practical examples only limitesdipport the proof of this statement.

The OECD report (OECD, 2016) is based upon a suhiely,isvcompleted by 16 FTA members, one of which is
the Netherlands. Areas identified —which advanced analytics are used — are: audit case selefiting,and
payment compliance, taxpayer’s services, debt managementpenlidy evaluation. According to the survey
Australia, Ireland, New Zealand, Singapore, the Uriiegjdom and the United States use advanced analytics
in all areas mentioned. The Netherlands uses advanced arsilytaudit case settion and debt management.
Almost all respondents appear to usevanced analytics to improve audidse selection. In the other areas
the use of advanced analytics seems to be less (stralty)i used. Unfortunately, # survey is less specific
about the extent of applying analgal activities; are we observing lated analytical applications or is
analytics fully embedded in the culture of the organizafio

The OECD report (OECD, 2016) kdmes that in the normal day-toay work tax administrations are
constantly making predictions and coming to conclusiabeut the likely impact of their activities. Advanced
analytics — in the opinion of the OECD - does not aimactieve anything fundamentally new, but it seeks to
carry out these same tasks with more reli@ on data and less on human judgment.

Currently the focus of most tax adnistrations seems to be more oefficiencyof processes rather than

effectivenessof supervision. Most tax administrations that use advanced awalftr audit case selection

seem to aim to improve the identification of tax rens or refunds/claims that might contain errors or be
fraudulent. In terms of using ‘predictive’ analytics the remt way of working does therefore seems to
‘predict’ that a tax return contains a problem, but n@et) seems to be able to anticipate likely problems.

3.2 Practical experiences in banking and insurance

Analytical techniques entered the banking and insueasectors relatively early in the late 90's. Simple
predictive models like logistic regression or dexisirees were used to address marketing problems like
mailing selection, cross- and up-selling, credit sgprand improving customer tention (Linoff and Berry,
2011). Simple cluster analysis techniques were useghattition clients into homogenous groups. Also in this
period, the first successful application of neural netl®in the banking sector tooglace: the Hecht Nielsen
Company developed a system for detecting fraud witidit card transacties, (Hassibi, 2000).

Over time the usage of analytics in banking andurance has been expanding, resulting in better
management of data, more powerful data analysis toalsg automation of typical analytical tasks like data
pre-processing, model building, and médeaintenance. However, the maineas of applications of analytical
techniques have not changed: marketing, fraud detection askl management. It is estimated that currently
in the banking sector the ratio of advanced aniglytto basic business intelligence, meant as analyzing
historical data with data warehousing methods like 72% to 28% (Kumar et al., 2016: 20).

Recently, banking and insurance sectors apply analyticsskoadjustedpricing, where the objective is to
determine the price of a loar an insurance policy aaabng to the estimated risk of the individual client.
This approach, due to some controversies around it, pikkeacy issues, is still not very popular (Acebedo and
Durnall, 2013). For example, sormsurance companies offeso-called "user-based" car insurance, where the
insurance fee is determined by the driving style that easured by dedicated devices installed in a car (Lieber,
2014). Insurance companies also use more and more soeidia like Facebook or Twitter to detect fraud by
comparing client's claims to thaformation the client makes puigly available (Shane, 2016).

4. Analytics for taxpayer supervision

In this section we look more closely how analytics cantrdmrie to taxpayer supervision when tax
administrations are applying a Compliance Risk Management agprda 4.1 a brief explanation is given of
various activities that tax administtions apply in taxpayer supervisioBubsequently, théechnical side of
analytics is unraveled in 4.2 by provigian overview of modern analytical techniques. Next,.B) 4ctivities
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and techniques are mapped onto each other, leadingotw first findings. Finally, in 4.4, a roadmap for
applying analytics in taxpayer supervision is sketched.

4.1 Activities in taxpayer supervision

Modern taxpayer supervision is designed accordingdo-aalled Compliance Risk Management approach. The
objective of applying Contipnce Risk Management is to facilitate magement of the tax administration to
make better decisions. The Compliance Risk Managemeaeps helps to identify the different steps in the
decision-making process. The five major steps areJ&ID);: 8): risk identifation, risk analysis, prioritization,
treatment and evaluation. The first step, risk identificatiaims to identify specific compliance risks that a tax
administration encounters. Compliance risk is here uniaerd as a risk of a taxpayer failing to comply with
the obligations of the tax law. In theecond step, risk analysis, the impactthe identified risks is assessed.
Moreover, the causes of the risks are examined. I tiird step, prioritization decisions are made about
supervision activities that match the causes ofe thdentified compliance isks/taxpayer behaviour.
Prioritization is needed since resources for treatingsiiake scarce. In step four, treatment, execution of an
agreed approach takes place. In step five the effetthe treatments (and policies) are evaluated to improve
future decisions.

In general, different organizational units within a taxn@distration perform the activities related to these five
steps.Table 1shows the steps and the organizational unit that could perftmenrelated activities.

Table 1:Main steps in compliance risk managent and typical departments involved

Department involved Staff Staff Management Operations Staff

If each of the five steps contains activities thatn be supported by analytics - to a varying degree - a
comprehensive, analytical approach to taxpayemewision will not be restricted to one particular
organisational unit within a tax administration. table 2we will have a more detailed look at the activities in
the various stages.

Table 2lists the main activities for each step followi the EU and OECD guides on Compliance Risk
Management (EU, 2010) and (OECD, 2004a), and classifiastivides according to the estimated value of
analytics to them. The classification is based upon an estimatiade by the authors based upon their
experience. Limitations arise, as a complete overview tifities is not available. Moreover activities are not
weighted in relation to importancér Compliance Risk Management.

Table 2:Activities in taxpayer supervisionahcan be supporte with analytics
(H = High, M = Medium, L = Low)

Zeo
ga
Step Activities supported by analytics Activities with (almost) no role for analytics Z oo
o
Horizon scans Society support
Random audits New legislation
Risk e Identify new risks from data Information from other tax administrations M
Identification
Segmentation of taxpayers Third party information
Detecting Fraud Signals from the shop floor

www.ejeg.com 23 ISSN479-439X



The Electronic Journal of e-Government Volume 15 I4s@817

zE e
gsa
Step Activities supported by analytics Activities with (almost) no role for analytics F ﬁ' e
o
Quantify risks with in-house or external
data
Hit rate scoring
Random audits
Risk Analysis T H
Tax gap estimations
Trend analysis
Root-cause analysis
Estimating costs of treatment
Calculating human and other resources  Assessing political and social effects of risks
Prioritization Optimizing resource allocation Developing criteria to prioritize L
Matching causes (of risks) and instruments
Easy contacts Risk transfer to other parties
Desk audits Changing legislation
Field Audits Consultation and agreements
Administrating in the cloud Fiscal education
Treatment Real-time checking of tax returns on Understandable legislation, tax returns and L-M
risks and inconsistencies support information
Pre-filled tax returns Advance ruling
Inventing new treatment options
On site visits
Outcome measurement Plan evaluation
Evaluation M
Experimental Design of evaluation Process evaluation

Looking attable 2 it seems safe to state that in all stagesthe Compliance Risk Management approach
analytics can play a role. A substantial number of activitispe&ally in risk identification, risk analysis and
evaluation can be supported by analytics. It is also notéwoto observe that for a substantial number of

activities analytics (currently) doest seem to have an added value.

A common misunderstanding is that analytical aldpons can solve business problems autonomously.
According to Daniel Larose (2005: 4), this misundaditey is partly caused by software vendors that, ...
market their analytical software aseing plug-and-play out-of-the-box alagations that will provide solutions
to otherwise intractable problems without the need forian supervision or interaction’. In reality, analytical
experts are needed to guide the computer algorithiikreover, domain experts are crucial for drawing right
conclusions from the output of the techniques. For ime®, in risk identification, analytics does not come up
with a fiscal risk directly. It mdgtpoints to irregularities thatight lead to a new fiscal risk when studied by a
domain expert. Therefore, it is essential to realize thaglytics will always need to depend on support of
human experts.
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4.2 Classes of analytical techniques

In this section, analytical techniques are groupedtbg task they perform. The grouping is a result of
comparing several categorizations faliwithin textbooks covering applications of analytics @fed 1991;
Cramer, 2003; Linoff and Berry, 2011; Larose, 2005;2007; Leskovec, Rajaramand Ullman, 2014). In
order not to get lost in details, we have merged some elass analytical techniques. This holds especially for
‘descriptive statistics’ and ‘mining new data sources’aAssult, we distinguish &following ten major classes
of analytical techniques that are freqoiy seen in taxpayer supervision:

Table 3:0verview of classes of Analytical techniques

Classes of analytical technigues
1. Descriptive statistics 6. Time series analysis
2. Experimental design 7. Anomaly detection
3. Hypothesis testing 8. Recommendation systems
4. Predictive modelling 9. (Social) Network analysis
5. Cluster analysis 10. Mining new data sources

(1) Descriptive statisticsSTechniques used for descriptive statistigsvide basic insights by calculating simple
summary statistics, visualizing data, or eliminatimgn-informative data. The latter is often called data
reduction, or feature extraction. These techniques canhighly effective, despdt their simplicity, and are
broadly applicable. Typical techniques in this classtheeconstruction of frequency tables or computing
means and standard deviations. Also plotting histogrdnas charts and scatterplots are frequently employed.
Factor analysis is a popular technique for data ditun (Federer, 1991: chapter 9 and 10; Cramer, 2003:
chapter 2). In taxpayer supervision sieiptive statistics are used e.g. for determining the nembf non-
compliant taxpayers and the amount ostanoney due to (compliance) risks.

(2) Experimental designTo gain specialized knowledge, ®ys and experiments are often needed.
Experimental design techniques assistetting up experiments that gamaximal knowledge, while limiting
the number of observations to be examined. Typitchniques include samptindesigns and designs for
controlled experiments, such as block designs (Fed@&&891: chapter 7). In taxpayer supervision experimental
design can help to design random audit programs thatvigl®o more information on risks of a whole
population by auditing a sample of taxpayers of thatpplation. Another application is to design an
experiment in which taxpayers are exposed to differenatreents to find the most effective treatment.

(3) Hypothesis testingHypothesis testing is used to test whethan assumption (for instance about the
behavior of a group of taxpayers) is supported by dla¢ga. In taxpayer supervision this often means checking
prior assumptions of experts concerning risks. Tydehniques include statistical tests like the Chi-square
test, the F-test (implicitly used in AN/A), or some non-parametric tests.

(4) Predictive modellingPredictive modelling is used to predict a chaeastic (called ‘target’) of a taxpayer or
a tax return, with help of a model. For example, in caséax returns, this characteristic is often defined as
true or false, depending on whether the tax return contia particular error or not. The model is
automatically generated by a computer algorithm basedacssystematic examination of historical cases with a
known target. An analyst selects a suitable algorithmd sets the parameters of the algorithm. Some well-
known modelling techniques are decision trees, lagistegression, discriminant analysis, k-nearest
neighbours, neural networks, support vector machireasj random forests (Hastie, Tibshirani and Friedman,
2008: chapter 2)..

(5) Cluster analysisTechniques for cluster analysis are usedytoup similar taxpayers or tax returns. This
grouping gives more insight and allows tailored supson approaches. Frequentliged clustering techniques
include K-means, BIRCH, and DBSCAN (Cramer, 2008r ¢haju, 2007: chapter 4).

(6) Time series analysi$echniques for time series analysis are applied to piatterns in measurements that

are registered periodically. For instance, techniques ba applied to find a trend or a seasonality impact
within monthly sales that are reported in tax returfigpical techniques are ARMA,IKR, or Kalman filters.
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(7) Anomaly detection.Anomaly detection aims to find unexpecteibservations or events that deviate
significantly from normal patterns. In taxpayer sugsion these unusual patterns céad to the detection of
fraud, but anomaly detection can also be used talfunknown risks. Often anomaly detection proceeds by
first modelling normal behaviour ybapplying predictive modelling ¢aniques or cluster analysis) and
subsequently defining a measure (‘distance’) of abrality to identify anomalous observations. A classical
technique in tax administratiorsnd accounting is Béord's law.

(8) Recommendation systemRecommendation systems recommendwneroducts to customers based on
the analysis of implicit or explicit gierences of these customers, reflectidtheir buying behavior or ratings
they give to products. This field has grown substantiaily the rise of e-commerce. Recent techniques that
can construct recommendation systems are collaboratiltering and matrix factorization (Linoff and Berry,
2011: chapter 9; Leskovec, Rajaraman and Ullman, 2014: exh8jpt Another well-known technique for
constructing simple recommendation systems is the idfPalgorithm (Leskovec, Rajaraman and Ullman,
2014: chapter 6). Techniques from recommendation systame not yet applied in taxpayer supervision, but
could be helpful for improving taxpayer serviggggaining insight in combinations of risks.

(9) (Social) Network analysi$echniques used for network analysisdse applied to extract information or
risks from a (social) network of a taxpayer. Appliaatiare found in fraud detection, among others, where the
network of a fraudster can reveal new fraudsters. Network gsialis also applied when analysing social media
or complicated legal structures d@fusinesses (Liu, 2007: chapter 7sh@vec, Rajaraman and Ullman, 2015:
chapters 5 and 10).

(10) Mining new data sourced.ast decade, the machine learning coomity has put considerable effort in
extracting information from data sources that are rtgpically organized in databases or surveys. Examples
are collections of documents, images, webpages, twittecounts, and recorded speech. Special techniques
have been developed to tackle these new data sources ZDiif: chapter 6; Leskovec, Rajaraman and Ullman,
2014: chapter 3). In taxpayer supervision these techesgmay be used for instance to find unregistered
Internet companies.

Note that the (classes of) techniquabove often require data preprossing techniques, like data warehouse
technology.
4.3 Matching supervision activities and analytical tecigues

The classes of analytical techniques from section 4.2 eamdpped ontahe supervision activities of section
4.1, resulting intable 4 The table is constructed by carefully questioning wleeta class of analytical
techniques can contribute to each supervision attiviThis mapping is constructed based on practical
experiences from the NTCA or known applications listed fields such as marketing or fraud detection.
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Table 4:Mapping of (classes of) analytical techniques onto tasks phtget supervision.
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Supervision activities and classes of & o 4] = g 2 Q n S ]
analytical techniques o & = = = o b ~ o
=2 S «Q 8 @ =] T g 8
(7] =} 7] 3 D %
> 1% |8
73 @
1. Risk Identification
Horizon scans X X X X X
Random audits X X X
Identify new risks from data X X X X
Segment the population of taxpayers X X X
Detecting fraud X X X
2. Risk Analysis
Quantify risks with help of in-house or X
external data
Hit rate scoring X X
Random audits X X X
Tax gap estimations X X X X
Trend analysis X
Root-cause analysis X X X
Estimating costs of treatment X
3. Prioritization
Calculating human and other resources X
Optimizing Resource allocation X X
4. Treatment
Easy contacts X X X X X
Desk audits X X X
Field Audits X X X X
Real-time checking of tax returns X X X X X X
Pre-filled tax returns X
Administrating in the cloud X X X
5. Evaluation
Evaluation analysis X X
Experimental design of evaluation X

Descriptive Statistics is the mogpicable class of techniques inxf@ayer supervision, according table 4.
This corresponds with practical experience that a sreammary of the raw data can offer already important
insights. Predictive modelling ranksecond. Predictive modelling techniem derive their strength from
generalizing precious information, typically available #osmall group, to all taxpayers. Think for instance
about certain information about non-compliance that is okiyown for audited cases.
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4.4 A roadmap for analytics in compliance risk management

Davenport and Harris sketch five developmental stages dreatytical business: (Bnalytical impaired (2)
localized analytics (3) analytical aspirations (4) analytical companiesand (5) analytical competitors
(Davenport and Harris, 2007). These stagre to a large degree recognizafietax administrations, although
tax administrations lack the comafitive framework of businesses.

(1) The first stage, ‘analytically impaired’, is charazésl by businesses making decisions based on intuition
only. Data is generally missing or poor and not integragéethis stage, and analytical processes are lacking.
Stage one is recognizable for some @dministrations in developing gotries where basic administrative
processes of the government (compaitizen/property administration) are not in place yet or dataniet
available in digital form. According to Davenportrititaand Morison (2010: 18586) a business can overcome
stage one by targeting ‘low hanging tfui.e. identifying small-scaled projescthat show business potential. In
taxpayer supervision one may think about finding anditegsbasic audit selection rules for a risk for which
data can be made available. Another possibility is acauisimd matching third party da with data of the tax
administration. At the taxpayer seréicide, one may start with registeriagd analyzing the type of questions
that arise by taxpayers to get a better understanding on bottlé&sebey experience.

(2) The second stage, ‘localized anialy/t is characterized by autonomoasalytical activity by individuals or
disconnected teams within a busis® Business wide agreement onfidi&ions is generally missing, so
‘multiple versions of the truth’ may exist. In nichesaever, isolated analysts might have achieved some nice
tactical results. Nowadays many tax administrationsiariis stage, which may be caused by decentralisation
combined with a large number of emplegs within tax administitions. In such a setting strong effort from
senior executives is needed to create a cohesive systeamalytical activities. This is in agreement with the
observation of Davenport and Harris (2007: 114). At thenmiat, however, interest in analytics of senior
executives in tax administratids growing in many countries.

(3) The third stage, 'analytical aspirations’, can beieaed by building business meensus around analytical
targets, starting to build a businesmalytical infrastructure, create a business vision on analytaget
business processes that cross departments, and reenalysts (Davenport, Harris and Morison, 2010: 185-
186). Many of these transitional activities have been obsd in the previous years in tax administrations like
in the United Kingdom and The Netttands. The third stage is characterized by coordinatedyéioal
objectives, separate analytical prazses, analysts in multiple areaskafsiness, early awareness and support
of analytical possibilities among executives, and a malifon of Bl-tools. For taxpayer supervision this stage
means that at least some activities mentionedtéile 4 are supported by analytics. By integrating external
data, establishing business governancedesfhnology and an analytical artécture, engaging senior leaders,
working with main business processesd developing relationships with universities and asgamis, the
fourth stage can be reached.

(4) In the fourth stage, high quality data is in plasewell as a Business Information plan. Some analytical
processes have been embedded ire thusiness processes, and broad exeeusupport is in place. Change
management is applied to build a fact-based culturghls stage, most of the supervision activities mentioned
in table 4 are supported by analytics. Moreover, analgtidoes not only bring insights into taxpayer
supervision, but it is also structurally embedded in tlenpliance risk management strategy. For example,
identification of compliance risks and analysis of trendsvab as root-cause analysis takes place structurally,
per segment of taxpayers, enabling a tax administratiomatch the results with the appropriate treatment
per (group of) taxpayer(s).

(5) The fifth stage is characterized by deep strateggins, fully embedded analgal applications, highly
professional analysts, a CEO with passion for analgitspadly supported fact-based and learning culture
and a business wide architecture. No tax administrati@s yet reached this stage, and it might not be the
ambition of all tax administration tdevelop analytics to this extent.

The transition from the second stagettte third stage is probably the mostteresting for tax administrations.
We now present a case study that highligligsues involved in such a transition.
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5. Case Study: VAT refund risk model

The Netherlands Tax and Customs Administration (NT&&jves numerous VAT refunds requests annually.
These requests, if approved, result in a payment ef HMTCA to a taxpayer. All VAT refunds are automatically
checked against risk rules to seleigtky VAT refund requests. If the rislles flag a VAT refund as risky, a
manual inspection follows.

In 2014, the NTCA started a project aiming at replacurgent risk rules — designed by domain experts — by a
risk model, constructed by applying predictive modeiliechniques. Both the old risk rules and the new risk
model take advantage of domain knowledge and available dataniie dfference however, is that with the
old risk rules hypotheses about risky features emergethe minds of domain experts. With the new risk
model, these hypotheses are generated by a compalgorithm and subsequentliested on historic data.
Although many of the hypotheses generated by the pater algorithm could be of inferior quality compared
to hypotheses of the domain experts, the computer iseatd generate much more hypotheses (and more
complex ones). The subsequent testing of these magpotheses on historic data could show some
hypotheses that might outperform the old risk rules.

Before the start of the project, some important déopments had taken place in the NTCA. The government
of the Netherlands approved a program to address stitadtissues in the operating model of the NTCA, called
Investment Agenda (IA). The aim of the IA is priogidthe necessary response to changing taxpayer's
expectations and major technological developments. Withinis context a general trend towards
centralization had started. Moreover, an awareness @ plotential of analytics among a small group of senior
and middle management had spread. The |A made it possblevest in analytics ia time of budget cuts. A
small department (‘Data & Analytics’) was created that had to wmrkealizing ‘data fundaments’ and that
started several projects, among them the VAT refund mtoje

The VAT refund project consists of four stagegploration phase, lab phase, pilot phase, and full
implementation phase. Each phase is separatedabgo/no go decision, taken by a steering committee
involving senior management. Currently (2016) gineject has almost completed its pilot phase.

The exploration phase aimed at estimating the financialdfigs of the project, the impact on processes, the
required changes in ICT and the required efforts of astalyThis phase was followed by the lab phase, where
an operating risk model was develed within three months, assisted bgn external consultancy firm.
Although this first risk model showed promising resudts historic data, it was not mature enough to be
applied in operations. In the exploration and in the lab ghapproximately three analysts of the NTCA were
involved. They formed thdevelopment team

After the lab phase, the pilot phase started. The aim of tliase was to adapt the risk model that was
developed in the lab phase and to test it in practice. Tofin total nineteen local tax offices were appointed
to carry out the pilot. In this phase, the developmenane (now four analysts) was extended with some (VAT)
process experts. Moreover, a smaibduction team(two people) was formed with the task of streamlining the
initial (not very efficient) code to make it sui@bfor running in production on a daily basis. Alsilat
supportteam was formed (two people) to support the two pilotddions on the job.

It took three pilots of each three months to come toisk model that was able to deliver the expected results.
In the first pilot, for example, it was noted that althgiu the risk model was good at selecting VAT refunds that
contained an error, the selected cases appeared to be mev&T refunds that contained small amounts. In
the second pilot the model was adjusted to select VAT mdutihat contained errors, in which substantial
amounts of money were involved. At the end of the ppbiase the ICT department became involved because
the pilot showed that introducing a new workflow sgst could further optimize the VAT refund supervision
process.

During the pilot phase some unexpedtside results were obtained as weflor instance, the riskiness of VAT
refunds appeared to deviate substantially between the twintplocations. This suggested to shifting part of
the workload from one location to the other. Sonmesights could lead to process changes and some gave
directions for follow-up projects.
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6. Conclusions and points for discussion
6.1 Conclusions on how analytics contributes to Complie Risk Management

Analytics seems to be a serious candidate for making taxpaymarvision more efficient and more effective.
To answer the research questitlow analytics contributes to a Compliance Risk Managempptoach the
terms ‘analytics’ and ‘compliance risk management’ weeeomposed into underlying analytical techniques
and supervisory activities. Mapping the analytical techegjto the supervisory acthigs in the various stages
of a Compliance Risk Management approach showed the potentitdxpayer supervision. Nevertheless also
a substantial number of activities that (currently) hardlylcbbe supported by analytics was found. Our
inventory table 2 suggests that for taxpayer supervision abdaf of the activitiescan be supported by
analytics. Based upon this inventory it could be argued ¢fuaternmental activities can be split into those that
can be improved by applying analytics and those that cannot.

Although the OECD survey gives prattemeamples of applying analytics faudit case selection, filing and
payment compliance, taxpayer’s servicdsbt management and policy evaluatjadhe focus currently seems
to lie on improving selection for tax auditing (higherr fiaite, more revenue). Our case study supports the idea
that audit selection can be substantially improved wéthalytics. However, there &risk in paying too much
attention to audit selection with angtics. An increasing attention for agéits may implicitlyshift the balance
(between prevention and repressiorthat is needed in a Compliandeisk Management approach from
prevention to repression. This effect may occur sincgliaptions of analytics on the repressive side (e.g. audit
selection) currently are more mature compared &pplications on the preventive side (e.g. improving
services). The effect may be cancelled by puttingeaiforts in developing preventive applications.

If we combine the five developmentatages of an analytical businessialytical impaired, localized analytics,
analytical aspirations, analytical ogpanies, and analytical competitovgth the results of the OECD survey, it
seems that most tax administrations are still in an yathge of development of afying advanced analytics

for Compliance Risk Management, although some tax administratitais that they broadly apply analytics.

However, it is not clear from the OECD surveywhbat extent these administrations apply analytics
structurally.

Analytics in our opinion does not achieve anything fameéntally new when it comes ttype of activities
carried out by a tax administration. However, analytics comigrove the foundation for a Compliance Risk
Management approach, leading to more rational decisions miaglananagement of a tax administration.
Analytics, from that pespective, complement€ompliance Risk Managemeheing a modern strategy for
taxpayer supervision. Especially whéax administrations succeed ining statistical techniques to draw
predictions and make inferences aliotause and effect, analytics will yean added value for Compliance
Risk Management - influencing taxpayer behaviour to dgnith the rules. Before we really can confirm that
analytics is not only more efficient but also more effee for Compliance Risk Management, a proof is needed
and therefore tax administrations are urged to meesthe impact of their (analytical) activities.

6.2 Discussion points

Although ‘analytics’ is a promising candidate for improwfiiciency and efficiency of the administration of
taxes, this paper also shows that in general ‘analyiscgi a developing stage wittegard to the applicability
for tax administrations. Still a lot of issues arise theged further discussione.g. with regard to the
‘autonomy’ of analytics, the scope (or lis) of analytics ash privacy aspects.

(1) For supporting supervisory activities with anabjticooperation seems to beecessary between various
staff: analysts, people from the shop floor, procesgerts and experts in supasion. Analysts need to
understand the data and processes by talking with domaipeds to avoid serious mistakes. Moreover,
experts are needed to judge the (initial) analyticabults. Cooperation between analysts and experts is
needed in any stage, but is indispengalnl the initial, developmental stage.

(2) An obvious limitation of analytical techniques is that @amnot get insights out of data that are not
present in the (historical) data. This occurs e.g. whisks related to new legislation pop up. These risks wil
not be detected by analytical techniques that basertiselves on data of the past. However, even without
new risks, a certain limit in predididity always exists in data. In stattst and machine learning this is termed
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the irreducible (prediction) errofThis limit on predictability shows itsetiost clearly, when we observe two
taxpayers with identical database records (not containing datalerel of compliance), one behaving
compliant while the other does not. We cannot expectomputer algorithm to distinguish these cases, as
these taxpayers are identical from the computer’s viewpoUnfortunately, the irreducible error can be quite
considerable in many taxpayer supervision applicationgtifigithe predictability.However, we should not
forget that improving predictabilityvith a few percentage points alregiccan be very advantageous for the
efficiency of tax administrations dealing with huge amowftesnoney.

(3) Privacy issues andhétal issues are of concern when applyinglgitics in a tax administration context.
Important guidelines on these issues within the NTCA decimaking a clear purpose specification that is in
line with the right legal basis beforeasting an analysis. Moreover dataagsshould be proportional to the
stated purpose. Some characterigtitike religion, race, political prefamce and health, among others, are
explicitly excluded from an analg. The research community is also researching methimaisallow data
analysis, while preserving the privacy of individualaddadi et al, 2012). This field is known as ‘privacy
preserving data mining’. Although some algorithms havenbg®ved to preserve the privacy, care should still
be taken to manage the whole process adequately.
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Abstract: E-government implementation hasagived extra attention as a new way to increase the develognoé a
country. International organizations such as the ITU andUh#&ed Nations provide strategic guidance to overcome the
challenges of ICT use. Yet, the developt@#niCT use in developing countries is still very IBesearchers are contributing
to support successful implementation with models and thes that conceptualize the complex situation.

This paper extends the DPSIR-based e-government concépmadwork into the direction of implementation strategies.
The main focus is on improving stakdder involvement during requirements emgiering. Object Role Modeling (ORM)
was used (1) to develop a semi-natural language (otlett language) that is understandable both for domain
stakeholders and system analysts anyl 2 make a common description of the application domairhiis language. The
proposed model can be used to construct quantitatsimulation tools to be used by policy makers.

Keywords:Conceptual data modeling, Object Role Modeling, Manualcgge®igital Service, DPSIR, Zanzibar

1. Introduction

Over the last decade, a lot of effort has been maddmprove the use of Information and Communication
Technology (ICT) in developing counties. Iméional organizations such as the International
Telecommunication Union (ITU) and the United Natioravigle strategic guidance to overcome challenges of
ICT use. Capacity building has been used as a stategins to share ICT knowledge through the national and
international community (ITU, 2016).tYthe development of ICT use in déeping countries is still very low.
Many projects have been establesth but few have been successful (Heeks, 2006). As alt,rdhe
development of ICT deployment does not meet the expectedlsy especially in developing countries.
Currently there is huge difference of ICT setting comgdmethe world average. Data shows that internet
penetration in developing countries (7% of the hehslds) compares low to the world average 46% (ITU,
2015). Studies show that failureseacaused in particular by insufficient customer requiesnts and project
specification (Tohidi, 2011 ; Montequet al., 2014). Also, requiremerngineering is largely ignored in the
development of e-government solution (Alexandrova, Raptuaoid Meehan, 2011). Both findings are strongly
related to insufficient stakeholder involvement during tinéial phase of poject implementation (Elkadi, 2013

; Montequin et al., 2014). As a result, the projects @ conform to requirements and lead to slow down e-
government development &rts (Yonazi, 2010).

Stakeholder involvement has a great influence on thecess of any governmeptoject (Elkadi, 2013 ;
Montequin et al., 2014). Citizen, government, ICfrastructure, deployment and services are correlated
components that have an important contribution to e-governmhémplementation (Khamis and van der
Weide, 2016). Indeed, designing, deploying and evaloadif correlated components are very important in
understanding the context especially in e-governmentiatives (Yonazi, 2010). Khamis and van der Weide
(2016) have described causal relations between themmponents using the DPSR (Driver, Pressure, State,
Impact and Response) framework.

In this paper we focus at the improvement of stakeholderolmement in requirements engineering. We
extend the e-government based conceptual DPSIR frame(&iR, 2007) into the direction of implementation
strategies by defining a conceptual framework andetated conceptual language. We apply Object Role
Modeling (ORM) (Hofstede, Proper and van der Weld®®3; Halpin, 1998) for th purpose, since the main
goal of Object Role Modeling is (1) to developsemi-natural language (ctmolled language) that is
understandable for both stakeholders and system analgstd (2) to create a common description of the
application domain in this language. This common languageéescribed by the so-called information
grammar; the resulting description is called the requireitse document. However, many modeling
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approaches have been deployed to support e-governnosvelopment. Yet the need to find better method
to reduce project failure is still needed. Our intentig the application of the ORM model to construct
guantitative simulation tools to be used by policy makers.

When focusing on some particular point of view defitgdsome policy maker, we can introduce a conceptual
base for the resulting conceptual subspace (vanWeide, Tulinayo and van Bommel, 2016). Then we extend
the causal relations coming from the overarching BP&bdel with more concrete causal relations. These
causal relations describe the quantitative behavior of the etigsion of the conceptual base. In the System
Dynamics approach, the causal relations descridatiomns between the partial derivates of the various
dimensions.

The layout of this paper is as follows. A literature rev@ovided in Section 2. In Section 3 we describe the
theoretical basis deployed in this study; we go intore detail about modeling since this is the main research
method to be used in this paper. Section 3 presents tifermal domain description as the requirement

document for e-government. The e-Government conceptualdel follows in Section 4. We conclude this
paper in Section 5.

2. Literature review

Various dimensions may be considered to achievaiecessful e-government deployment. On the basis of
these dimensions, various models have been developedfgovernment. For a better understanding of e-
government implementation two main approaches may be aered; (1) (retrospective) models developed
to learn from the failures of existing projects (Mbaad Staden, 2010 ; Raw&X)10 ; Vuksic, Pozgaj and
Milanovic, 2010) and (2) (prospective) models devetbpe give guidance to the implementation process
(Altameem, Zairi and Alshawi, 2006 ; Napitupulu and Senf014 ; Choi et al., 2016). Both approaches have
a significant impact in e-government implementation andcass.

Lessons learned so far indicate that conceptualizati® a dominant factor for successful e-government
deployment. The conceptualization method aims to providecige and unambiguous representation of the
real world into a design representation. The quality ohagptual design depends on the quality of the
requirement analysis. Similarly, the @ity of conceptual design is influencég the quality of the conceptual
modeling method (Moody, 2005). Both requirementsdanodeling approach contribute to obtaining a better
conceptual design. In ORM conceptuabdeling, the requirements analygisocess is structured using a semi-
natural language approach. This approach results in a ammumderstanding by the domain expert and the
system analyst in providing a correct and complete regquent document of the application domain (Halpin,
2015). Other modeling methods sues Unified Modeling Language (UML) and Entity Relational Database
(ERD) have been used mainly to build online apptinatthat describe the database schema of computer
system (Sondheimer et al., 2003). However, ORM moddalinmpre stable compared to other approaches with
its unigue feature of using fact oriented notation. Thetforiented approach creates a communication link for
both technical and non-technical stakeholders.

The ORM modeling describes how its ariging conceptual space is orgardzélowever, its implementation

in e-government development in general is not yetgiical. But, it has been used in many complex
applications. For example, it has been used to builtharmetrological model for estimation of possible wind
acceleration along canyons (Samsonov, KonstantinowWarentsov, 2015). Tulinayo, van Bommel and Proper
(2011) combine ORM modeling with System Dynamics mettwdsaluate the hospital management process
of pregnant women during the dilation stage fromdmission to discharge. r@ilarly, Ssebuggwawo,
Hoppenbrouwers and Proper (2010) combine two meta mod@&sles, Interactions and Models (RIM)
Framework and Multi-criteria decision analysis (MCb#thod and link these mode as a blue print to
analyze and evaluate the deep structure of collaborative madalising ORM design.

Besides, other models were developed to add strengtle-government implementation. Altameem, Zairi and
Alshawi (2006) developed a model for successfgloeernment implementation. The model considers
governing factors, organization factors, and techhifzctors in e-government implementation. Governing
factors influence people’s désion to adopt e-government initiative®rganization factors objectify machinery
and engineering during organization setup; technicatdes include the infrastructure tools and applications
required to enable government agencies to participate igogernment adoption. A model describing the
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dynamics of government service delivery has been psepd by Aagesen and Joh8011). This model focuses
on technology affordance, fitical direction, provided services, adrstrative interpretation and regulations.
Then, this model conceptualizes thed of government particularljor the legislation process and its
underlying politics.

Moreover, maturity model has been used to undersiee-government development. Napitupulu and Sensuse
(2014) have used success factors to evaluate the maturigrgifivernmat implementation. They use analysis
approach to explore e-government in different dimensi&xploratory Factor Analis (EFA) and Confirmatory
Factor Analysis (CFA) were used to explore resounggst)i activities (process), values (output) and benefits
(outcome) factors. However, the maturity model suppotite understanding of the current situation in e-
government implementation. Yet, cannot correct glamentation failures developed using incorrect
requirements. Furthermore, Choi et al. (2016) use igieseality gap analysis to assess e-government
implementation in developing countries. The frameworkplexes success and failures of e-government
implementation. They introduce th&trategy, Technology, Organization, People and Environf&hDPE)
framework in combination with Analytic HierarchyoBess (AHP) to bridge the gap between theory and
practice, and apply their approach on the Indonegiaoacurement system. Based on the e-procurement case
study they conclude that ICT inftascture, legislation, leadership andest practices are the key success
factors in e-government implementata. Accordingly, it is equally important to understandcess factors for
the sake of e-government implementation success.

In like manner, Mbale and Staden (2010) developed the étiE bottom up for health, agriculture and
education (HAE) and used it to assess factors reldfoarthe initial phase of e-government implementation.
This model was used to assess developing countriesdbasea typing of government sectors, in order to
analyze the eligibility and readiness edtablishing an e-government system. It was found that a bathnce
distribution of the basic needs in both urban and duaaeas is an important stregy during e-government
implementation. This model describes the theoretieapects to understand e-government implementation
issues. Rawas (2010) uses Actor Network TheofyTYAto understand information system research,
underlining local and global network mobilization in thdimation of information systems, and claim that this
helps when solving e-government problems. Vuksiegijand Milanovic (2010) use a theoretical framework
to examine multiple factors influeing e-government implementatioin Croatia. The model helps to
understand the relationship between goal, objective and tatext of the project. Hence, can be quite good
to analyze project implementation risks

3. Theoretical basis

In this section we first discuss backunds of conceptual modeling inrgral and using Object Role modeling
in particular. Then we present theqaeirements document that will be usedd the next section to construct a
conceptual model for e-Governance.

3.1 Modeling

An application domain is some part of the real watthdt has our special attenta An application domain
comprises a particular point of view on some part o tieal world. Sometimes the application domain also is
referred to as the universe of discourse (UoD) (Halp@1,5. We may be an observer of this UoD, or be part
of this UoD, but our goal will be to be able to understahd application domain and make motivated
statements about this domain. Unde¢asiding the appliation domain has two aspects. Following Frederiks
and van der Weide (2006), we assume two roles duthre modeling process: the domain experts and the
system analyst. The domain expert has extensivewkedge of the applicatiomomain but is unaware of
formal methods, while the system analyst is an expartapplying formal methods but is unaware of the
application domain details. During modeling, a conmmsemi-natural language is defined by the domain
expert and the system analyst. A query about the apfibtn domain, formulated in this common language, is
answered by domain experts from their knowledgettoé application domain. This will be referred to as the
informal semantics of the common language. The systealyst will answer the query from the data that has
been recorded about this application domain. This iedathe formal semantics of the common language. The
crucial activity for modeling is to definition of a commianguage by domain expert and system analyst such
that informal and formal semaits of this language agree withhigh level of certainty.
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The modeling process starts with a UoD description conmoatied by the domain expert that is sufficient as a
first mental model, describing all relevant aspects thed considered relevant bipis stakeholder. Then this
initial model is analyzed by the system analyst into a firstn& model. Such a description is written in
formalized natural language (also referred to as controlltjuage). The intention is to find an equivalent
description of that domain, but written in the forménguage associated with the modeling technique used
(Sugumaran and Storey, 2006 ; Halpin, 2015). In the ORMagh, a format for controlled natural language is
prescribed such that the controlled language descriptian be seen as a formal model. As a consequence, the
domain expert and the system analyst can use the samgukage description both as structured natural
language description being the model at the same tiMée will refer to this document as the requirements
document. According to (Parnas and dég 1995), a requirement is anything that is necessary Ifdl fcertain
concerns. Requirements may be described in terms ofdibiain language. The requirements document is
seen by (Parnas and Madey 1995) as a communicatoh used to describe the environment of the
information system as a set of quantified staten®that are of concern to the system'’s users.

After this first step, the system analyst and domain expéll have an ongoing discussion in which (1) the
system analyst validates choices made by asking the dompéartequestions that can falsify this choice or (2)
by asking questions to further explore some aspect efdbescription so far. This leads to modifications of the
requirements document. The process stops when botmdim expert and system analyst are satisfied (from
their point of view) with the resulting document.

The requirements document can be seen as a bridge batvtbe informal application domain and a formal
model. As such, it has to satisfy some propertiestlfirg should be completeThis means that (1) each
relevant statement in the UoD can also be expressederms of the formal model, and (2) each formal
statement can be interpreted uniquely in the UoD (Suguanaand Storey, 2006). Secondly, it should make this
bridge in a correct way. The requirements document toabeorrect and complete description of the UoD is
the responsibility of the domain expe The responsibility of the systemnalyst is that the requirements
document is correct with respect to modeling techniqused.

3.2 Conceptual Modeling

Conceptual modeling involves capturing various aspecthefeal world, and representing them in the form
of a model that can be used to communicate about the applicatiomain. It focuses on capturing and
representing human perceptions of the real world to déserthe physical and social world for the purpose of
understanding and communication. (Lag3r and Roddick, 2015 ; Stor@yyjillo and Stephen, 2015 ; Wang,
2015). ORM modeling is done by analyzing sample sentehatare generated by domain experts to describe
their application domain (Frederiks and van der WelRlg0)6). These sample sentences are processed by the
system analysts to extract the elementary sentences that defiree ittiormation grammar. The modeling
method uses simple natural language sentences that are camemsble for both the non-technical domain
experts and the technical system analysts. As a consequéniseapproach improves stakeholder involvement
during requirements analysis and project specificatidg.a result, this requirements analysis method is more
stable than other modeling approaches such as ER mag@fialpin and Wagner, 2003).

3.3 Object Role Modeling (ORM)

Object role modeling (RM) is a fact oriented approach to modeling and queryirfigrination at a conceptual
level (Hofstede, Proper and van der Weide, 1993 IpiHa1998). It is an attribute free approach which
structures the conceptual model directly from natudanguage sentences. Thiharacteristic makes the
design to more stable compared to other Object Orien{€®D) or Entity Relational (ER) modeling (Halpdh an
Wagner, 2003). For example, Unified Modeling Langai®#.) modeling has weak support for constraints, it
can be ignored or duplicated in more than one obje€@f approach can be used in implementation but not in
analysis. (Oriol, Teniente and Tort, 2015).

In ORM, an application dorima(also referred to as universe of discee) is modeled as a so-called information
grammar that describes the basics thle conceptual language used that domain. An ORM diagram is a
graphical representation of that grammar. The information greanmot only describes the structuring of the
information, but will also describeonstraints on how the structure meye populated. In formal terms, the
information grammar may be seen as the signatureaofirst-order logic theory (Huth and Ryan, 2004),
together with a set of axioms, derived from the populatiahes. We will refer to such a logic theory as Object
Role Calculus (ORC) (Hofstede, Proper and van deleYWE993). The associated logic theory is a basis for
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formal reasoning about the domainahis described by the informationa@mnmar. Proof assistants such as the
Coq Proof Assistant (Gilles et 2006), may help policy makers.

3.4 Domain Specific Languages

Domain Specific Languages (DSL) have been introducedrtow the gap between the application domain
and its implementation (Fowler, 20). Therefore such languages musitisfy the following conditions
(Ostermann, 2016):

1. conceptual proximity: the domairtoncepts must be proximal to their corresponding languag
concepts

2. representational proximity: the representation of meepts in the application domain is proximal to
the representation in the domain specific language.

Domain specific languages are commonly represented bgta model that describe the relevant concepts in
the application domain and their relations. In our approatie, meta-model is described in ORM format. Xtext
has been introduced as a formalism to describe nmetalels (Eysholdt and Behrens, 2010), that is the basis for
a Java framework via Eclipse. In Kameni, van der Wagidale Groot (2016) the transformation of ORM into
Xtext is described.

3.5 The Requirement Document for e-Government: the Zarazilbase.

Zanzibar (Unguja and Pemba Islands) launched an e-governmgattpin 2013 (Telecompaper, 2013). The
project was designed to encourage government officesntease efficiency in the use of information and
communication technology. This project centered advance communication between Government to
Government (G2G), Government to Citizen (G2C) and GoeaitrtmBusinss (G2B). The establishment of this
project is an outcome of strategic plan implementatioh Zanzibar Strategy for Growth and Reduction of
Poverty (ZSGRP 1) 2010-2015. The aim of this projazingrove economic growth and quality of life. The
ZSGRP Il is a tool that the Revolutionary Governmértanzibar (RGoZ) uses to deploy and realize the
Millennium Development Goal. The toobmprises strategies that help RGmZstrengthen good governance
and improve living standards. The tool realizes the hightrdmution of ICT use to achieve the designed
country goals. It was clearly stated that, having lI€gal and institutional framework, using ICT in all
government sectors and increasing access to marketrimdition using affordable I3, influences social and
economic development. Accordingly etlintroduction of the e-government project in Zanzibar is tiesult of
the implementation plan ZSGRP II.

The e-government project involves laying of fiber optables all over the country then making connections
and finally, construction of an e-government data cenfBelecompaper, 2013). Laying of fiber cable has been
completed, and the connections between governmentagf§i are currently in progress. RGoZ is the owner of
the fiber network infrastructure and its accompanyireguipment. However, they agreed with Zantel
Telecommunication Company to support technical operatioThe operation of the fiber cable network has
been accomplished by RGoZ and iatjagreement with Zantel telecomuamication network to provide fiber
network service. Equipment such as Point of Eneg (POP) and Network Operation Center (NOC) are
installed, monitored, configured, upgraded, and repair€a@ilure to operate equipment in a proper manner
results in equipment response failutewards electronic requests. Each equipment record dhée and type

of operation performed. Zantel follows the existing ntaimance plan such as preventive, corrective, adaptive
and operational to enhance quality service.

Currently, government offices have responded to tA8GRP Il plan. The use of electronic services in
government offices has been increased especially in midtrative work. For example, the Ministry of Health
uses District Health Information System (DHIS) to readimmation for both public and private healthcare in
Zanzibar (Lungo & lIgira, 2008). As a result, offiaff sse ICT technology to qmuce statisticabnalysis and
health bulletin reports each year with less effortngpared to previous manual recording. The existing
information system helps to manage back office recoydd,there is a gap for a citizen system that can react
to their requests.

Citizen services can be responded to by both staffr@n base request) or by automation using ICT tools
(electronic request). A service perforch®y a staff is a human service. For this type of seaviciizen should
follow the service to the located office and send or ligea request physically. However, a citizen can also use
ICT tools to send and receive a service electroniemiligout any staff interactia. Name this service an
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electronic service. Using electronic services hedipsreduce administrative work and increase service
efficiency. Conversely, human-basexfjuests increase processing anchbbng time. Changes in processing
time affects the number of administti@e staff required for a particular service. As a resthlg budget of
administrative services fluctuates In conclusion, time is an imgant factor to measure employee
performance. Government can use this factor to measure tttal number of staff required for a specific
service. The total number of requests received per dagcribes staff working hours and operating cost
covered by government.

Infrastructure maintenance and future development is #ical threat. The infrastruare should be upgraded
and maintained to meet the needs of current and future demantse fiber cable is described as a core e-
government activity. Sustainability of e-governmenttiéites requires an allocated budget to enhance
implementation of the plan. Failure to maintain the eiigtinvestment of fiber cable may result in a huge loss
to the government and community in general. The ddmamxlithreat has been realized by the State University
of Zanzibar (SUZA) at Tunguu campus. SUZA wasggasnenof the government organizations who explored
the benefits of fiber cable network. Unfortunately, thea maintenance at Fuoni road lead to the age of
some fiber lines which resulted in unexpected netwdaklure at SUZA, Tunguu campus. Currently, Tunguu
campus uses their old communication (microwave ragigmal) which is believed to be slower than fiber cable
signal. However, encouraging more private compart@snvest in the existing fiber network could be
considered as a source of fund generation and a great dppity to share operating costs for e-government
sustainability.

Introducing new technology to the community requireszsti capacity to operate equipment. Citizen capacity
refers to knowledge of using electronic services.z6itiawareness and readiness is an important phase to
overcome technological challenge in e-governmenpldgment. It is well known that the community is the
primary stakeholder of e-government activities. Citizacceptance of new technology increases the use of
new technology. Technological change is not a new prattiZanzibamunicipality. Raising awareness among
citizen users has been experienced and supported by gotrernment and non-government offices. Various
trainings and workshops have been conducted to equiperi in various technological problems. For example,
computer trainings and workshops have been conductedrtgpower health officers to manage District Health
Information System (DHIS) (Braa, Heywood and Sahay, 2012).

Transparency, openness andccountability that featured e-govement implementation may create
government officials hampering e-government developmaesiforts. Many developing countries follow
hierarchical leadership structure. This structureeates an abstraction layer between implementers and
leaders that limit e-government development effortsitiated by low level officials. However, motivated
leaders may also get bogged down by bureaucracy aifithgttheir initial efforts (Matavire, et al., 2010).
Taking this into consideration as a threat nmagluce risks of e-government project failures.

4. The e- Government Conceptual Model

Our application domain as described in Section 3.5 is tabe@overnance. In this section we introduce a
conceptual language to explain thisgigation domain. In this applicatioomain we distinguish (1) citizens,
(2) organizations (such as companies)d (3) governmental offices as major actors. These aattesact by

(4) services as actions to be exchanged between thesdinally we consider the enabling factors, being (5)
the skills that citizens are supposed to have and (6) thrasiructure supporting the handling of services in an
ICT automated way.

4.1 Citizens

Citizens are the individual entities in our applioat domain. Formally, a citizen is anyone who has been
registered in the considered countrfhus having a personal identification. The properties that r@levant in
our application domain for our purposes for citizen arsctéed by the following elementary sentences:

1. Citizen is identified by Citizen-ID.
Citizen has an Address.

Citizen is employed at an Organization.
Citizen has completed Training.

Citizen uses Equipment.

abrwbd
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The latter properties provide knowledge about the skilleleof the citizens, and the tools that they have
access to.

In their interaction with the government, citizens rergiiservices that are offered by government. In our
system we want to keep track of service requestsemwkhey were issued, whethey were handled, the kind
of request and relevant details related to the request. AvE® request is identified by the requesting citizen,
the kind of service and the time stamp of this request.

6. CitizenRequest: Citizen requests Service at Time.
7. CitizenRequest has Properties.

8. CitizenRequest was replied at Time.

9. CitizenRequest was concluded at Time.

4.2 Organizations

An organization is any grouping of citizens that are reamghias a legal entity by the government.
Consequently, each organization has been assigaad Organization-ID thauniquely identifies that
organization.

4.3 Governmental Offices

Government organizes its activities via a hierarchicalijppoized office structure. An office is an organizational
unit dedicated to specific professional activities. For purposes, it is sufficient to register the services that
are handled by offices.

1. an Office is identified by Office-Nr.
2. Office is sub-office of Office
3. Office organizes Service.

It will also be relevant to record the cooperators @fich office. A staff member is a citizen who is being
employed by a governmental organization.

4. Staff IS citizen being employbg Organization ‘Government’.
Staff members have a spekidentification Staff-ID.

5. Staff is identified by Staff-ID.
6. Staff works in Office.

7. Staff has FunctionType.

8. Staff is paid Salary.

9. Staffis hired for Nr-Hours.

Finally, about the office structure we record:
For our application domain it is important to distirighh between technical and administrative staff. We
introduce the following secializations of Staff:

10. TechnicalStaff 1S Staff having FunctionType ‘technical’.
11. AdministrativeStaff IS Staff having FunctiionType ‘aditnaiive’.

Technical staff is responsible for the managementtld equipment in the office, enabling the proper
operation of the office, including the monitoring ofetlservices. The administratiwaff, on the other hand,
are responsible for the operation of the office equiprhiehherefore we record for both staff groups what they
can handle:

12. TechnicalStaff manage Equipment.
13. AdministrativeStaff operate Equipment.

Finally, we make explicit the managers of offices:
14. OfficeManager IS Staff having FunctionType ‘manager’.
4.4 Services

A service is an action or help glblic needs that are provided by government to bothizeins and
organizations (Chelliah et al., 2016). A service rhayanticipated by government or by a citizen or
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organization. Services are defined by the governtheand are uniquely labeled by a special service
identification.

1. A Service is identdd by Service-ID.
2. Service has Name.

It will be convenient to itoduce a generic term for tizens and organizations:
3. Customer GENERALIZES Citizen, Company.

We will distinguish between servic#sat are delivered by humans (in theditional way) and those that are
being delivered via modern ICT. We will record whethservice is delivered autortieally by ICT equipment,
and use that relation to partition the services:

4. Service is delivered automatically.

5. DigitalService IS Service being delivered automatically.
6. ManualService IS Service BUT NOT DigitalService.

7. ManualService has ManualRequest

8. DigitalService has DigitalRequest

In an e-government situation it is to be expected thadnual services will be replaced by digital services.
4.5 Skills

An important issue for successful irmpientation is the skill level of citine, since they are the basis for using
the infrastructure that is to be built for e-Governmte(Sa, Rocha and Cota, 2016). We assume that the
government strategy is to offer traimjs to the citizens in order to olitathe required skills. Each training
offered has assigned its own training identification. Eai@ining also has associated training objectives.
Typically, a country will have its own system to descshik levels.

1. Training is identified by Training-ID.
2. Training trains for SKill.

Next it will be relevant to record who is (officiallyfarfng the trainings, and who has successfully completed
training, and therefore is supposed to star the skills offered by that training:

3. Training is offered by TraininglInstitution.
4. Training has been taken by Citizen.

Note that the mastering of skills may be recorded bynegs administration, but in practice it is more likely
that this relation is maintained (more efficiently) anstatistical basis. Of course, government will implement
some form of quality assurance, for example by an editation system for training institutions and by
requiring independat examinations. Quality issues witht be considered in this paper.

Using this information, it can be calculated to whategx skills that are required for a service actually are met
by the citizens. Using the address information, ih ¢e seen what areas are underrepresented in mastering
specific skills, and therefore are tnget open for digital services.

4.6 Infrastructure

Finally we consider the infrastructure required for &sessful implementation of e-Government. Basically we
see two kinds of issues here. Firstly, we consideetiigpment required to process service, ad secondly we
consider the connecting infrastructure that enables theiggnent to communicate with each other.

Equipment is composed of hardware (the service gctand software (the service program). Typically,
hardware and software are offered as separate prddu@he advantage is that both hardware and software
can have a more or less independent evolution cycle ekample, the introduction of a new computer type is
not a problem as long as it can run the available serpgiograms. Services can be improved, or new sesvice
may be introduced, as long as they can run on the (sttpdd hardware.

Therefore the government will have a list of approveardware configurations, ra will also record what
services can be run on each configuration:

1. Equipment is identified by Equipment-ID.
2. Equipment is described by HardwareConfiguration.
3. Equipment can run Service.
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The ability to access the digital communication network péllseen as a basic service that is required from all
approved equipment. Similar to the recording of thkills offering and mastering, equipment providers and
owners are also recorded.

4. Equipment is offered by Company.
5. Equipment is owned by Customer.

As we remarked for the skill mastering relation, the @quént owning relation also may be maintained (more
efficiently) by statistical methods. With respectttee connecting infrastructure, we assume the country has
been divided in regions. It is recorded how regions aonnected with each other. The quality (e.g. the
connection speed) is also recorded.

6. Address is lodad in Region.
7. Connection: Region is connected to Region.
8. Connection has Quality.

So a region is disclosed for e-Government if (1) @oisnected with a service managing region and (2) the
overall of that connection is sufficiently high.

4.7 Model summary

Figure 1 shows a graphical representation of the infation grammar developed in the previous subsections.
It represents the scenario taken from the Zanzibardgtdescribed in Section 3.5. The proposed conceptual
model describes the concepts and their relations that aeéevant for implementation strategies in a
government to provide better public services. The madentifies citizens, organizations, government offices,
services, citizen skills, and infragture as inner elements ia-government implementation.

Figure 1:0RM conceptual model of e-government implementation
5. Conclusion and further research

Through our modeling process, we have contributed te timderstanding of e-government implementation.
In our approach we especially focus on stakeholdeolvement by describing the result of a communication
protocol between domain expert and system analystitii@r research should go into more depth about the
context of this communication protocol. For examplee Round Table Approach (Moens and Broerse, 2006)
describes a very promising approach to create taation to stimulate open communication between all
stakeholders.

The resulting information grammar (the conceptual moaely be used for various purposes. Traditionally, the
ORM approach is used to build high quality informatigrstems. Our purpose however is to use the
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information grammar as the base for a conceptual language thawalformal reasoning about the application
domain in semi natural language. e'information grammar can also been as a domain ggific language.
Special support is available to generate special tdotsexample a parser for the domain specific language.

Our interest will be more in the conceptual language, OBGexample. The conceplilanguage will allow us
to (formally) reason about the application domain. Especiailg, will be interested in application domain
dynamics. Our next steps will be totroduce special conceptual baségn der Weide, Tulinayo and van
Bommel, 2016) for the conceptual mhel we introduced in this papernd then focus on a first-order model
to describe the changes of the conceptual base as acationlof changes via the various dimensions of the
conceptual base. The conceptual base and its cawgdations can then be transformed into the System
Dynamics formalism to allow for simulations that are expedede helpful for policymakers to validate
intended decisions. Another step forward would beit@olve proof assistants who can verify the correctness
of intended decisions.
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Abstract: Various types of inter-organisational systems (I0Ss) amrgng to facilitate information exchange between
companies and governments. These systems are developednistellations of stakeholderaho impose different and
even opposing requirements on the information sharingaagements. Yet which deteiimants shape the selected
information sharing arrangement is not clear. The presestach investigated such determinants through a review of I0S
implementation literature and an in-depth case study. Therditure review resulted in a list of determinants that were
categorised using the Technological,g@misational and Environmental (TOEamework. These determinants were
analysed in detail for the Standard Business Reporting imgaiéation in the NetherlandsThe findings suggest that an
information sharing arrangement should bmnceptualised by both its architecture and its governara®,they are
mutually dependent. In the case studyust, power, the involvement of majgpublic organisations, compatibility and
interoperability were found to be the maideterminants influencing the shaping tbfe information sharing arrangement.

Keywords: information sharing arrangement, inter-organisatiorsgstem (10S), XBRL, standard business reporting, B2G,
TOE

This paper is based on an earlier paper publisimethé proceedings of the European Conference on e-
Government (ECEG) 2016

1. Introduction

The advance of information and communication technology)(l@8 changed the way organisations share
information with each other. Information sharing hasobxed from a paper-based mechanism to a digital one.
Digital information sharing between two or more orgsations is facilitated by inter-organisational systems
(I0Ss). Such systems can have different technicahgeraents, including electran storage, electronic
interface, service bus, electronic gateway and servied¢fgin (Yang et al., 2014). I0Ss are implemented in
various domains, such as financial reporting (Bharesaal., 2011, Dunne e&l., 2013), supply chain
management (Liang, 2015, Klievink, 20aBd public safety networks (Williares al., 2009, Fedorowicz et al.,
2014).

Digital information sharing using I0S can have mamefits, including improvemea in information quality,
faster information sharing, the ability to createomprehensive managemeninformation, improved
coordination and communication among users, ioyed decision making, improved organisational
performances and the creation of better public servicem(ér et al., 2015, Praditya and Janssen, 2015, Zhang
et al., 2005, Calo et al., 2012, Gil-Garcia et aD9ROOSs are therefore developed in many domains, which
results in the adoption of a variety of different angements. Studies in this area have mainly focussed on
government-to-government or business-to-busines®iimation sharing arrangements, and less on business-
to-government (B2G) arrangements h@@osa et al., 2013). This studills the gap by identifying the
determinants that influence the creation of an 10S arrangeniera B2G situation. In such a situation, public
and private organisations may have different objectives, Wwhimn lead to conflicts. Whereas public
organisations need the information to realise public valusompanies often view the provision of information
as an administrative burden that has no added value for them.

An 10S is the result of a process in which the involaetbrs interact with each other. The resulting
arrangement can be viewed as a negotiated outcome. The kenafid costs of the system might not be
evenly distributed. In B2G 10S,ethelationship between businesses dagovernment and their different
structures and objectives need to be recognised (Klleet al., 2012). When a new technology is implemented
in an organisation, the organisation often needsnake adjustments (Orlikowgk1992). The technology
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options determine the types of arrangements that aradile given the financial constraints and influences.
Thus, a multitude of factors, ranging from organisatidieatechnical issues, affect the shaping of an 10S.

This present research addressed two main questid)sWhat factors determim the information sharing
arrangement for B2G? 2) How do these factors infleetie B2G information sharing arrangement? The first
guestion was answered by synthesising a list of debeamts collected from thditerature. However, the
actual influence of factors is likely to be dependenttbe context. The second question was answered by
investigating the determinants that play a major r@éhin the Standard Business Reporting (SBR) system. The
implementation of SBR was selected as a case study fasilitates B2G information sharing for reporting
financial data to the government.

This paper is structured as follows. In section 2, theoretical background to 10Ss and information sharing
arrangements is discussed. The research approach ismeghin section 3. Section 4 contains a list of factors
identified from the literature. In section 5, the castudy is described, with the discussion about how these
determinants influence the information sharing arrangerdfinally, the conclusions are presented in section
6.

2. Theoretical Background

An 10S is “an automated information system sharedtwg or more organisations, and designed to link
business processes” (Robey et al., 2008, p.2). Choydii®97) identified two basiconfigurations of 10S:
bilateral (dyadic) and multilateralas shown in Figure 1. Smaller organisations usually ehaoslyadic
configuration mainly because they fear losing contmud &iave low IT maturity and limited resources, whereas
large organisations often choose a multilateral configiratas this can result in more benefits for them
(Singerling et al., 2015). B2G information sharirigroinvolves both small and large organisations.

Figure 1:Bilateral connection (left) vs multilateral connection (tjgiChoudhury, 1997)

A typical example of dyadic configuration is the Electr@ta Inter-exchange (EDI). EDI is “the movement of
business data electronically between or within firms I{iding their agents or intermediaries) in a structured,
computer-processable data format that permits datalie transferred without re-keying, from a computer-
supported business application in one location tacc@mputer-supported business application in another
location.” (Hill and Ferguson, 1989, p.3). The chgllein implementing EDI becomes greater when one
organisation has to build connections with several ofgations that have their own systems. Developing
interfaces with all contacts can bestly, complex and inefficient. For thisason, it is necessary to standardise
interfaces and processes.

Currently, a joint infrastructure model (called a deev platform) has recently been created for multi-
connection information sharing with a high level ofrdardisation (Yang et al., 2014). A service platform can
help in processing information before it is sent to regting parties. The processing level can be varied and
can include features like data validity buffering system, certification or em security processes. However, to
build such a platform, its standards and ownership anel division of costs need to be negotiated, and this
may delay the development and adoption processes.

In this paper, ‘information sharing arrangement’ refergtie governance and architecture of an IT system that
supports inter-organisational sharing activities. Cregitisuch an arrangement entails addressing several
matters, for example, centralised or decentralised inforroatiexchange, data management and data
ownership, platform ownerspiand the decision making.

According to King (1983), the centralisation versus dgeaésation issue is about the control or the balancing
of power, organisational function and physical locati@ontrol refers to the centralisation or decentralisation
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of decision-making activity (is thera central steering board or does everybody need torwlved each
time?). In terms of organisational function, centralisativersus decentralisation concerns the standardisation
of organisational operations. Centralisation keeps agaaisation’s performance in line with organisational
protocols and standards, whereas the flexibility of dacalisation is beneficial wdn the business process of
an organisation requires close cooperation betweenbitisiness units with less central guidance by and less
standardisation from management. The latter often riésun heterogeneity, but also in better customer-
orientation. Finally, physical location refers to havatlgoperations centralised at a single point or distributed
over many places.

Data management is the process of collecting, procgssétoring and distributing data (Krishnan, 2013).
According to Pramatari et.a{2009), efficient data management is i@ to ensure information quality and
build users’ trust in any decision from the informatioysem. Data management also deals with privacy and
who is allowed to use the data.

Platform ownership is about who owns, operates andintans the information sharing platform. This also
includes decisions about investments in the platform andeal@ment directions. The governance of the
system is becoming one of the crdlcparts in realising a system th@tvolves many actors. Basically,
governance mechanisms deal with the decisiorking structure, alignment process and formal
communications between usg(Weill and Ross, 2005).

Because the factors range from organisational technical, the Technologal, Organisational and
Environmental (TOE) framework was adopted in thgeagch as the synthesising framework for categorising
the factors. Since its introduction by DePietro et a9Q), TOE has been used as a valuable framework for the
adoption of IT innovations at the organisation le¢@hau and Tam, 1997). It provides important theoretical
perspectives to study the contextual factors (Lin12)) a taxonomy for categorising factors (Dedrick and
West, 2003) and flexibility to asse#ise complexity of IT adoption (Bch-Rekveldt et al., 2011). The
framework explores three elements @ organisation that influencesitadoption decision of innovations,
namely the technological, organisational andseanmental contexts (DePietro et al., 1990).

However, the framework also has several disadvantalgaies not explain the decision process or causality
within the factors, nor does it provide a core set afnstructs for I0S adoption (Rui, 2007). Furthermore,
Dedrick and West (2003) argued that the TOE framework doegprovide an integrated conceptual model or
a comprehensive theory. We concur with this criticisnd éimerefore used the TOE framework only to classify
the factors.

3. Research Approach

There is limited knowledge of the diors that determine the arrangeemt of B2G information sharing.
However, which factors are important is likely to bepdadent on the context. In this study, data were
collected from literature to obtain determinants &h influence the shaping ofin information sharing
arrangement. At the beginning, weasted to collect data using generalrtas, such as ‘inter-organisational
information system’, ‘inter-organisati@h system’, ‘e-government’ and ‘infmiation sharing’. We then started
using specific keywords, for example ‘electronic daiterchange’, ‘EDI’, ‘eXtensible Business Reporting
Language, or XBRL, reporting system’, ‘standard busirggrting’ and ‘public safety network’. Data were
collected from journals and from proceedings of coefeze on e-government anichiformation systems. The
latest version of the e-government reference library @kt2015) was also used as a source. The results were
filtered and determinants with similar meanings wetembined. The determinants were then categorised
using the TOE framework. The result is thedfdactors presented in the following section.

The literature review resulted in a list of possible fasttirat influence the shapingf B2G information sharing
arrangements. As determinants are likely to be contpecific, an in-depth casstudy was carried out to
understand which factors were determinants of the infation sharing arrangement. This helped to identify
determinants by identifying factors that have more influertban others. Furthermore, the case study helped
to identify how determinants are applied in practicehe implementation of SBR the Netherlands was used
as a case study. The SBR system was established im200fs already been used to exchange more than 2.7
million documents (Bharosa et al., 2015). The systengimod example of an 10S that facilitates businesses to
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submit their financial statements, including annual regoitatistics and tax reports, to government agencies,
and government agencies to respond to those statement.

In total, three people were interviewed and eadmterview lasted for 1.5 — 2 hours. The respondents
represented both public and private organisationand were selected bade on their role in the
implementation of SBR. One interviewee was the projeader of the requestingarty, one was the advisor

to the shared service organisation, and one was a busipescess consultant working in the field of SBR. The
last-mentioned respondent enabled us to capture armiew that goes beyond the single public or private
party view. The selected respondents provided rich emghprehensive information regarding SBR.

Data triangulation is crucial in ensuritige validity of qualitative researdtYin, 2003). In the present research,
both the data and the researchers were triangulated. Datanfmublicly available documents, peer-reviewed
papers, direct interviews, and reports, including wdpresentations by the innovation champion in the
development of SBR, were collected. Two researcheatysed the collected datasing a qualitative tool. The
results were then discussed and aggrtgl to produce the interview reports. The interview reggowere then
sent to the interviewees, who were asked to confiamd elaborate their answers. A detailed explanation of
the case study is presented in section 5.

4. Research Findings: overview of factors

The review of 10S literature uncovered 26 determinanffuencing the shaping ahe information sharing
arrangement. The governance arafchitecture can be awsidered comprising the information sharing
arrangement (Drews and Schirmer, 2014, Borgman e2@13). Information sharmnarrangements range from
centralised or decentralised networks, through datamagement and system ownership, to the decision-
making processes.

These determinants were grouped using the TOE frapnkewo structure the findings and to enable the
analysis. In addition to mappingelffactors into the TOE categories, some similar factors wembined; for
example, ‘Availability of resources’ covers the availabibfy funding, assigned employees and skilful
employees. Tables 1, 2 and 3 summarise the Orgtémisd, Technological and Environmental factors
respectively, which influence the foarmation sharing arrangement frorthe literature, and provide a brief
description of each factor, including how it influend¢he adoption process and the arrangement.

Table 1:0Organisational determinants of the informatigharing arrangement from literature (Praditya and
Janssen, 2016)

No Determinants Source Description
1 Firm size (Sambamurthy and Zmud, | Firm size influences both user adoption and system arrangement.
1999, Singerling et al., Smaller organisations usually choose a bilateral configuration mainly
2015, Zhu et al., 2003) because they fear losing control and have limited resources.
2 Firm structure (Sambamurthy and Zmud, | Firm structure influences system arrangement. Firm structure may
1999, Zheng et al., 2009, reflect I0S legacy and system governance. Firms with many
Yang and Maxwell, 2011) branches usually prefer a decentralised network.
3 Management (Borgman et al., 2013) IT adoption usually requires support from top-level management,
support e.g. the provision of resources or the ability to change the
organisational structure. In terms of arrangement, management
support plays a role in decision making, taking into consideration the
advantages and disadvantages of certain arrangements.
4 Firm strategy (Sambamurthy and Zmud, | Firm strategy influences both user adoption and system
1999, Grover, 1993, Gil- arrangement. Building a system that aligns with a firm’s strategy,
Garcia et al., 2007) either business or IT, will increase the eagerness of the firm to adopt
the innovation.
5 Number of (Yang et al., 2014, Strong | The number of users determines which architype should be used to
users et al., 1997) govern the I0OS, including the distribution of power in decision
making.
6 Availability of (Sambamurthy and Zmud, | When more resources are available, they can be used for pilot
resources 1999, Yang and Maxwell, project implementation and enable larger investments.
2011, Singerling et al.,
2015)
7 Power (Savoldelli et al., 2014, Larger parties or government agencies sometimes push specific
Hart and Saunders, 1997, |[solutions for the implementation. These organisations also prefer to
Yang and Maxwell, 2011) have a centralised and top-down approach in the governance.
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No Determinants Source Description
8 Trust (Hart and Saunders, 1997, | Existing relationships with other users influences how the
Nicolaou et al., 2013) organisation deals with certain agreements in terms of e.g.
centralised vs decentralised.
9 Level of (Hameed et al., 2012, Active users may contribute more to the governance and decision
adoption Saha, 2010, Barrett and making related to the system, and may gain more benefits compared
Konsynski, 1982) to passive users.
10 Firm (Sambamurthy and Zmud, | Mode of organisational governance influences the mode of IT
governance 1999) governance in the organisation. Thus, mode of IT governance of
organisations will influence the IOS arrangement.
11 Governance (Borgman et al., 2013, van | Governance maturity in organisations influences innovation
Structure den Broek and van adoption. Organisations with more governance maturity are less
Veenstra, 2015) amenable to new technology as they need to ensure that security
standards and legal requirements are complied with.
12 Purpose of (Bharosa et al., 2015, van | The data shared can vary depending on the sharing purpose.
sharing den Broek and van Reporting data are different from transaction data, for example, in
Veenstra, 2015) terms of exchange frequency and type of final data to be sent to
users. This can affect system arrangement.

Table 2:Technological determinants of the informatisharing arrangement from literature (Praditya and
Janssen, 2016)

No Determinants Source Description

1 IT maturity (Zhu et al., 2004, Poorly integrated systems (usually in government agencies) make
Singerling et al., 2015) IT-facilitated information exchange more difficult to implement.
(Gil-Garcia et al., 2007)

2 IT compatibility (Borgman et al., 2013, If new technology is compatible with the legacy, firms tend to adopt
Hung et al., 2015) it. The cost will be relatively lower and it will be easier to create

integration.

3 IT complexity (Borgman et al., 2013) Government agencies tend to build new autonomous IT systems
without connecting them with legacy systems, which results in less
integrated IT systems.

4 Number of (Bharosa et al., 2015, A large number of systems are used, whereby the large number of

interfaces Singerling et al., 2015) interfaces makes communication between systems complex.

5 Process (Kamal et al., 2014, The flexibility of an 10S is needed to accommodate the diversity of

compatibility Singerling et al., 2015, organisations incorporated in the system.
Vernadat, 2010)

6 System security (Savoldelli et al., 2014, System security is a critical factor in 10Ss. Exchanging information
Sayogo and Gil-Garcia, |could violate user privacy and could make organisations resistant to
2014, Yang and adopt the system.

Maxwell, 2011)
7 Interoperability (Sayogo and Gil-Garcia, |Interoperability standard influences user adoption and system
standard 2014, Henning, 2013) arrangement because this standard determines the internal process
adaptation and effort required of organisations.

8 Standardised data | (Guijarro, 2009, Scholl Standardised data influence user behaviour and system
etal., 2012, Vernadat, arrangement. Users need to adopt standardised data in their system
2010) to make this shared data easier for the requesting party to interpret.

Low maturity in IT system usually makes this adoption process more
difficult.

9 Amount of data (Bharosa et al., 2015, Bigger files need more storage, faster connections and better
Tallon et al., 2013, Sa processors. It can also be assumed that bigger files contain more
et al., 2015) information and need to be processed in a more complicated way.

10 Number of (Bharosa et al., 2015, The amount of data that government agencies require to be reported

transactions Singerling et al., 2015) is increasing in line with the number of new regulations. This factor is
also why multilateral reporting systems are very helpful for
organisations.

Table 3:Environmental determinants of the informationaing arrangements from literature (Praditya and
Janssen, 2016)

et al., 2005)

No Determinants Source Description
1 Government (Kuan and Chau, 2001, | Policies such as mandating electronic disclosure can force organisations
regulation Zhu et al., 2004, Zhang |to implement certain systems, whereas policies such as privacy acts will

be critical for the system arrangement, because it will make the data
provider more cautious in the exchange process. In this case, network
security will be the key factor.

2 Competition
intensity

(Borgman et al., 2013,
Kuan and Chau, 2001)

External pressure such as competition or public pressure forces
organisations to innovate — not only in finding new revenue streams but
also in making their business process more efficient.
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No Determinants Source Description
3 Diversity of (Sayogo and Gil-Garcia, | The diversity of users involved in an I0S, with different goals or
users 2014) structures, leads to difficulties in finding a negotiated solution to the

system arrangement.

4 Innovation (Klievink et al., 2016) I0Ss involving government authorities are usually initiated by those
initiator authorities, but it is also possible for businesses to trigger the innovation,
because of their flexibility in investing in new technology. This factor can
influence the governance of the system.

The list of factors derived from the literature providedight into which factors might influence the shaping of
information sharing arrangements, but did not make cledich factors might be the determinants in a given
situation. We therefore carried out an in-depth cagady, which is reported in the following section.

5. Determinants in Standard Biiness Reporting — Netherlands

The implementation of SBR is an example of a B2Gol@®luce the administrative burden in the financial
reporting process. B2G information sharing has bedneaed by adopting the standardisation of data, the
standardisation of processes and a centralised ptaifdn the network between reporting parties and
requesting parties (Geijtenbeek and Lucassen, 208BR replaces the paper-based filings and enables the
government and businesses to have an "unequivocal, ciisttve, secure, and adaptable method” for
information sharing (Geijigbeek and Lucassen, 2012)

Because the implementation of SBR was a long processreaged the timeline shown in figure 2 to help us
understand the main events that took place and to analyse thiofathat were important during the various
implementation phases.

Figure 2:Key events in the implementation of SBR

The programme was initiated in 2002hen the Netherlands Ministry oEconomic Affairs recognised the
importance of using ICT to simplify the business rdpgrtprocess. In that year, the Ministry created a
programme called ICT and Administratieve LastenveitightICT and reducing the administrative burden’),
which is a cooperative venture wittndustry. One of the successfprojects in this programme — OTP
(Overheidstransactiepoort; ‘Governmental transaction pdijt— was the use of anaatronic gateway for filing
financial reports in several formats (Bharosa et al., 20TBg implementatin of this system resulted in the
recognition by the involved organisations, especitiily government, in the need for standardisation in the
financial reporting system to avoid heterogeneity and fragtaion and to ensure interoperability.
Implementing standardisation in data, process atethnology offers opportunities for the involved
organisations to decide what kind of configuration to us¢hie system and how to achieve an optimal process
flow to reach the shared objectivethis resulted in a network effectra thus increased user adoption. In
other words, standardisation was an important factor shaping the inform@n sharing arrangement,
especially in the early atjes of implementation.

The National Taxonomy Project (NTWH)jch was initiated in 2004, can bensidered the starting point for the
use of XBRL as the main standarddata exchange for SBR; the ma&iea was to have a common set of
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definitions for data exchange. The XBRL is used mia@wguse it provides the expression of data definition
and the standardisation of data exchange for financial regpdFhese address the difficulties that occurred in
the previous system when the same vocabulary ctialde different meanings, and thus improved accounting
data and financial information quality, and eased the evaluagimtess of the reported data (Perdana et al.,
2014). However, this standardisation also requires aabigtinformation infrastructure, so in the same year,
the design of the generic infrastructure (GEIN) — a neerface of OTP that enables more modularity and
flexibility in the information procgses — was also started. In 20Q6¢e design was completed and the
Netherlands released the first version of the Nethada Taxonomy (NT). The infeation infrastructure can
be regarded as the resulting IOS arrangement together wighgibvernance.

Earlier in 2006, numerous meetings, including politioabying, had been conducted to establish the public—
private cooperation between the government, intermediaridgjsinesses and software developers. The
political lobbying mainly occurred when the decision mglcould not be finalised or a deadlock was reached.
Such deadlocks were reached when stakeholders couldeaah agreement not only at the strategic level, but
also at the tactical and technical levels. The commoaal g@s the adoption of the Dutch XBRL Taxonomy for
financial reports. In this phase, the adoption processSBR was greatly assisted by the involvement of the
Dutch tax authorities and VNO-NCW (the Dutch employfdération). The tax authorities provide a
connection to all business entities and all government agesnin the Netherlands. I also aligned with the
objective of SBR to improve the administration procesawefreports. Furthermore, before adopting this XBRL-
based reporting system, the tax authorities were alreadygisin XML-based reporting system in their back-
office, thus no extreme transformation was needeaid there was no internal resistance. Finally, the
governance of the new system adopted the existinglje-private cooperation kgveen tax authorities, tax
consultants, taxpayers and tax-software providers. As ferittvolvement of VNO-NCW, it was more about
communication. The VNO-NCW basically mediated dommunication from government agencies to
industries and within industries. This organisation goalonnected to all industry domains, which reduces the
effort in creating public—private cooperation. So, theoption of the system by major public organisations is
also considered as an important factor for the informat&iraring arrangement.

‘GBO.Overheid’ — a public service centre under the gespbility of the Ministry of Interior and Kingdom

Relations — is responsible for proiwid public e-services ithe Netherlands. This organisation was put in
charge of the development of both the taxonomy and #teared infrastructure. Since then, the focus of the
NTP has been expanded to business process standardigagaiuition to the data standardisation.

Figure 3:SBR Architecture (Bharosa et al., 2015)

In 2008, the development of Digipoort, based on GEIXhasnain infrastructure of SBR was started. Digipoort
is a government-owned multiport platform where the gomment’s message traffic is processed (indicated as
no. 3 in figure 3). Government agencies can use Digifgo automate business and supply chain processes. In
Digipoort, shared data from the reporting parties unge several processes assigniey I-process (no. 2 in
figure 3), including the authentication of the senderslavalidation of the data based on the taxonomy (no. 1
in figure 3) and reuse of data according to the requiremef the requesting parties (also based on
taxonomy). These processes also act as a buffering syistefealing with huge amounts of data and with
network problems. Therefore, in thesulting information sharing arrangemnt there is no centralised storage
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in SBR. This reduces the chances of security breaaitekeeps the ownership of the shared data in the hands
of the reporting organisations.

The year 2009 is another milestone in the history6&8R, because that was when the government started to
use the term SBR instead of NTP and redefined its abgedhat is, to be a gemig system-to-system (S2S)
message exchange. The government also decidedparekthe use of SBR to the Chamber of Commerce and
the Netherlands Central Bureau ofa8stics in addition to the tax dhorities. In 2010 the large-scale
implementation of SBR was started and GBO.Overheid was ezhhogius.

A large volume of XBRL messages within the financiahihs were involved in #system. In 2011, 87,000
value added tax (VAT) declarations and 3,500 finastéements were processed through the system. The
operational issues then become part of the focustisé programme due to thdiigh number of message
exchanges. In the same year, the government decidetidodate the use of SBR as the exclusive channel for
tax and customs reports per 2013, and as the exclusivengidar VAT per 2014. SBR started to expand the
potential use of XBRL in non-financial fields in 2018,the Chamber of Commerce prepared to mandate the
use of SBR in 2017. The number of financial repatisnitted through SBR increased significantly from around
2.7 million in 2013 to around 15 million in 2015.sTinicease was not only because of the regulation, but also
because the benefit of SBR already perceived by thesusestrengthens the trust of stakeholders to continue
using SBR and even extend it to be used in ott@mnains. Another recent expansion is related to the
development of taxonomy: it was previously fully carriegt by the government, but it is now open to all
users.

According to the three interviewees, the governance BRSvas one of the key factors in the implementation
process. The governance structure provides the dawisiaking structure, rightsresponsibility and formal
communication among stakeholders. The SBR governararggell over time and is intrinsically connected to
the information sharing architecture. Daprinciples were used in establishing the system goaece of SBR:
1) rigid, to guarantee the stability afooperation and architecture, usin@ecautionary, proportionality and
equality of the decision-making processes; 2) flexitdguarantee adaptability of new solutions, extensions or
new chains. This is manifested in open innovatiom,ewample, in developing the taxonomy, and voluntary
governance approach.

Figure 4:The structure of SBR governance (Bharosa et al., 2015)

The governance of SBR consists of two building blaskiepicted in figure 4): the public SBR forums (left) and
the public—private SBR forums (centre). The public SBRfodeal with the administrative authority of the
public—private forums and the information architecture. Tiop hierarchy of the forums is the SBR Steering
Committee, which is composed of representatives frallngovernment agencies. This Committee handles the
strategic level, including future expansions of SBRitnihformation infrastructure. The tactical level in the
forums is the SBR Coordinator group, which is cosed of representatives of all project leaders at
government agencies. This section handles the monigoend evaluation of the costs and activities of the
operational level. The operational level in the forunsscomposed of experts from government agencies
working together with expert groups in the public—@te forums to resolve issues regarding the services and
to identify the need to change processes or tagmies and determine the impact of such changes.
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The public—private forums deal with SBR developnregrding network integratio, including compliance
with the SBR standards, government rules and other fiigdéaccounting standards. The forums’ structure can
be changed over time, for example, because of thetighiffocus of the developent or the involvement of
different stakeholders. The highest hierarchy of theRSBublic—private forums is the SBR Council, as the
strategic level, which is composed of top-level mamaget from government agencies and businesses. The
main job of the Council is to define the framework tming SBR in the longer term, including how to market
this system to be used in other doina. The second layer is the SBRf®Mat, as the tactical level, which
consists of representatives from businesses and goventragencies with hands-on experience who identify
issues that affect the adoption. Thaperational layer, as mentioned daar, is the SBR Expert groups. There
are three expert groups in the SBR public—private forubaga, Process & Technology, and Marketing.

SBR uses a multiport platform owned by the governm@igipoort). The developmerf this infrastructure
shows the centralisation in thoperational level and physitlocation driven by the governmental power. In
the upper layers — taxonomy and i-process — a sinsitalation appears. The development of the taxonomy
and i-process was monopolised by the government, eveugh businesses could also contribute indirectly.
However, a decentralised approach i®dsn the system goveance, mainly to assist ¢huptake of the system
by increasing the participation level. Representativebuadinesses and intermedias were involved in the
decision-making process regarding the technical issaesl other issues that atd hinder or delay the
adoption process. This involvement has led to the emeegeof trust in the sygim and strengthened the
relationship between stakeholders. The effect of thesaditions was the shift of power from government to
public—private cooperation.

Table 4:Main determinants found in the case

TOE Category No Determinant Explanation

Organisational 1 Trust Perceived benefits and the governance structure promote trust in SBR.
Trust is reflected in the strong contribution of users in the decision-making
process of the system even though the governance is applied on a
voluntary basis.

2 Power The wider adoption of SBR by businesses resulted in the shift of power
from government to businesses, mainly reflected in the decision-making
process in the tactical and technical layers (e.g. The development of
taxonomy). It was previously fully carried out by the government, but it is
now open to all users.

3 Involvement of The decision of the Dutch tax authorities to adopt SBR was a big push
major public towards wider adoption since every company has to provide tax reports.
organisations The objective during the early implementation of SBR focussed on this

domain, which is reflected in the adoption of existing public—private
cooperation for the early governance of the system.

Technological 1 Compatibility Standardisation of data, technology and process is needed to avoid
heterogeneity and the fragmentation of existing IT systems owned by
organisations. This compatibility and interoperability within the system
resulted in multi-connection information sharing using a centralised
infrastructure.

2 Interoperability

6. Conclusions

This study identified the determinanthat influence the shaping of fiormation sharing arrangements. The
literature review led to the discovery of 26 factorsymely 12 organisational factors, 10 technological factors
and four environmental factors. Ain-depth case study was conducted gain more insight into how these
factors influence the information sharing arrangement.ti@f 26 factors, five prominent factors were found in
the case study. The case study also demonstratedtti@mtieterminants change over time. In different phases,
different determinants played a role. Furthermore gticase shows that the infimation sharing arrangement
is reflected in the system architecture and the inter-orgational governace structure, as the two elements
are intrinsically linked.

The development of SBR shows the importance of compétilitid interoperabilityas determinants shaping

the information sharing arrangement, especially the early phase of implementation. With the
standardisation of data, technology and process, compatibility iateroperability were achieved within the
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system, which resulted in multi-connection informatisharing using a centralised infrastructure. In the early
stage of the implementation, the importance of jom public organisations agpting the system was
recognised, which led to the ease of communicatintpw&nd marketing the system to the potential users.

After the system was established, trust and power played majtes, and thus were the important factors.
Trust was engendered because the users recognisedeheflis of the system and because of the structure of
governance, which provides a medium for stakeholdersaiatribute to the system. With the increase in trust,
the uptake of the system, even without being mandatey the government, ineased significantly, which
resulted in the shifting of powein the early adoption phase, the devploent of the system was fully guided
by government agencies. With the growing influencéudinesses, the governancetbke system changed, as
did the business layer of the architecture.

Our case study provided insight intoetffiactors that were relevant to the case; however, it did albow us to
realise the contextual determinants in the creationB2G information sharing. Further studies could provide
more insights into the influence of tkyrminants among domains. The listfaictors from the literature can be
used as a solid basis for this.
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